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Preface

This book is the second in the series “Nutrition, Brain and Behavior.” The purpose of this series is to provide a forum whereby basic and clinical scientists can share their knowledge and perspectives regarding the role of nutrition in brain function and behavior. The breadth and diversity of the topics covered in this book make it of great interest to specialists working on coffee/caffeine/tea/chocolate research, to nutritionists and physicians, and to anyone interested in obtaining objective information on the consequences of the consumption of coffee, tea, and chocolate on the brain.

Coffee is a very popular beverage, the second most frequently consumed after water. Likewise, tea is a fundamental part of the diet of Asian countries and the U.K. and is becoming progressively more popular in Western countries. Chocolate is also widely consumed all over the world. The pleasure derived from the consumption of coffee, tea, and chocolate is accompanied by a whole range of effects on the brain, which may explain their attractiveness and side effects. Coffee, tea, and chocolate all contain methylxanthines, mainly caffeine, and a large part of their effects on the brain are the result of the presence of these substances.

As part of this series on nutrition, the brain, and behavior, the present book brings new information to the long-debated issue of the beneficial and possible negative effects on the brain from the consumption of coffee, tea, or chocolate. Most of the book is devoted to the effects of coffee or caffeine, which constitute the majority of the literature and research on these topics. Much less is known about the other constituents in roasted coffee or about the effects of tea or chocolate on the brain.

In this book, we have selected world specialists to update our knowledge on the effects of these three methylxanthine-containing substances. Together with a collection of the data on the effects of coffee and caffeine on sleep, cognition, memory and performance, and mood, this book contains specific information on new avenues of research, such as the effect of caffeine on Parkinson’s disease, ischemia, and seizures, and on the mostly unknown effects of the chlorogenic acids found in coffee. The effects of caffeine on the stress axis and development of the brain are also updated. Finally, the potential for addiction to coffee, caffeine, and chocolate is debated, as well as both the possible headache-inducing effect of chocolate consumption and the alleviating effect of caffeine on various types of headaches.

Altogether, these updates and new findings are reassuring and rather positive, showing again that moderate coffee, tea, or chocolate consumption has mostly beneficial effects and can contribute to a balanced and healthy diet.

We would like to take this opportunity to thank all the authors for their excellent contributions and cooperation in the preparation of this book.

Astrid Nehlig, Ph.D.
Strasbourg, France
Editor

Chandan Prasad, Ph.D.
New Orleans, Louisiana, USA
Series Editor

© 2004 by CRC Press LLC
Editor

Astrid Nehlig, Ph.D., earned a master’s degree in physiology and two Ph.D. degrees in physiology and functional neurochemistry from the scientific University of Nancy, France. She is a research director at the French Medical Research Institute, INSERM, in Strasbourg. Her main research interests are brain metabolism, brain development, the effects of coffee and caffeine on the brain, and temporal lobe epilepsy. She has authored or co-authored approximately 200 articles, books, and book chapters and has been invited to deliver more than 50 lectures at international meetings and research centers. She has received several grants for her work, mainly from the Medical Research Foundation, NATO, and private companies, and a 2002 award from the American Epilepsy Society.

Dr. Nehlig has spent two years in the United States working in a highly recognized neuroimaging laboratory at the National Institute for Mental Health in Bethesda, Maryland. She has led an INSERM research team of 10 to 15 persons for 20 years, resulting in the education of more than 15 Ph.D. students and several postdoctoral fellows. She is on the editorial board of the international journal Epilepsia and is a member of the commission of neurobiology of the International League Against Epilepsy and of the French Society of Cerebral Blood Flow and Metabolism. She is also the scientific advisor of PEC (Physiological Effects of Coffee), the European Scientific Association of the Coffee Industry. She acts as an expert for numerous scientific journals and international societies, such as NATO, the British Wellcome Trust, and the Australian Medical Research Institute.
Contributors

Mustafa al’Absi  
University of Minnesota School of Medicine  
Duluth, Minnesota

Alberto Ascherio  
Harvard School of Public Health  
Boston, Massachusetts

David Benton  
University of Wales  
Swansea, Wales

Miguel Casas  
Hospital Universitari Vall d’Hebron  
Barcelona, Spain

John W. Daly  
National Institute of Health  
Laboratory of Bioorganic Chemistry  
Bethesda, Maryland

Tomas de Paulis  
Institute for Coffee Studies  
Nashville, Tennessee

Bertil B. Fredholm  
Karolinska Institutet  
Stockholm, Sweden

Heather Jones  
University of Maryland  
College Park, Maryland

Monique M. Lorist  
Univeristy of Groningen  
Groningen, the Netherlands

William R. Lovallo  
University of Oklahoma Health Sciences Center  
and  
VA Medical Center Behavioral Sciences Laboratories  
Oklahoma City, Oklahoma

Mark Mann  
University of Maryland  
College Park, Maryland

Peter R. Martin  
Institute for Coffee Studies  
Nashville, Tennessee

Tetsuo Nakamoto  
Louisiana State University Health Sciences Center  
New Orleans, Louisiana

Astrid Nehlig  
INSERM  
Strasbourg, France

Amanda Osborne  
University of Maryland  
College Park, Maryland

Gemma Prat  
Hospital Universitari Vall d’Hebron  
Barcelona, Spain

Adil Qureshi  
Hospital Universitari Vall d’Hebron  
Barcelona, Spain

Josep Antoni Ramos-Quiroga  
Hospital Universitari Vall d’Hebron  
Barcelona, Spain

Lidia Savi  
Primary Headache Center  
Torino, Italy

Michael A. Schwarzschild  
Harvard School of Public Health  
Boston, Massachusetts

Jeroen A. J. Schmitt  
Universiteit Maastricht  
Maastricht, the Netherlands

© 2004 by CRC Press LLC
Contents

Chapter 1  Mechanisms of Action of Caffeine on the Nervous System  
John W. Daly and Bertil B. Fredholm

Chapter 2  Effects of Caffeine on Sleep and Wakefulness: An Update  
Jan Snel, Zoe Tieges, and Monicque M. Lorist

Chapter 3  Arousal and Behavior: Biopsychological Effects of Caffeine  
Barry D. Smith, Amanda Osborne, Mark Mann, Heather Jones, and Thom White

Chapter 4  Coffee, Caffeine, and Cognitive Performance  
Jan Snel, Monicque M. Lorist, and Zoe Tieges

Chapter 5  Effects of Coffee and Caffeine on Mood and Mood Disorders  
Miguel Casas, Josep Antoni Ramos-Quiroga, Gemma Prat, and Adil Qureshi

Chapter 6  Age-Related Changes in the Effects of Coffee on Memory and Cognitive Performance  
Martin P. J. van Boxtel and Jeroen A. J. Schmitt

Chapter 7  Neurodevelopmental Consequences of Coffee/Caffeine Exposure  
Tetsuo Nakamoto

Chapter 8  Caffeine’s Effects on the Human Stress Axis  
Mustafa al’Absi and William R. Lovallo

Chapter 9  Dependence upon Coffee and Caffeine: An Update  
Astrid Nehlig

Chapter 10  Caffeine and Parkinson’s Disease  
Michael A. Schwarzschild and Alberto Ascherio

Chapter 11  Caffeine in Ischemia and Seizures: Paradoxical Effects of Long-Term Exposure  
Astrid Nehlig and Bertil B. Fredholm

© 2004 by CRC Press LLC
Chapter 12  Caffeine and Headache: Relationship with the Effects of Caffeine on Cerebral Blood Flow

Astrid Nehlig

Chapter 13  Cerebral Effects of Noncaffeine Constituents in Roasted Coffee

Tomas de Paulis and Peter R. Martin

Chapter 14  Can Tea Consumption Protect against Stroke?

Astrid Nehlig

Chapter 15  The Biology and Psychology of Chocolate Craving

David Benton

Chapter 16  Is There a Relationship between Chocolate Consumption and Headache?

Lidia Savi
1 Mechanisms of Action of Caffeine on the Nervous System

John W. Daly and Bertil B. Fredholm

CONTENTS

Introduction
Potential Sites of Action
   Adenosine Receptors: Blockade by Caffeine
   Inhibition of Phosphodiesterases by Caffeine
   Ion Channels: I. Effects of Caffeine on Calcium
   Ion Channels: II. Effects of Caffeine on GABA<sub>A</sub> and Glycine Receptors
   Other Effects of Caffeine

Conclusions
References

INTRODUCTION

Because of its presence in popular drinks, caffeine is doubtless the most widely consumed of all behaviorally active drugs (Serafin, 1996; Fredholm et al., 1999). Although caffeine is the major pharmacologically active methylxanthine in coffee and tea, cocoa and chocolate contain severalfold higher levels of theobromine than caffeine, along with trace amounts of theophylline. Paraxanthine is a major metabolite of caffeine in humans, while theophylline is a minor metabolite. Thus, not only caffeine, but also the other natural methylxanthines are relevant to effects in humans. In animal models, caffeine, theophylline, and paraxanthine are all behavioral stimulants, whereas the effects of theobromine are weak (Daly et al., 1981). Caffeine, theophylline, and theobromine have been or are used as adjuncts or agents in medicinal formulations. Methylxanthines have been used to treat bronchial asthma (Serafin, 1996), apnea of infants (Bairam et al., 1987; Serafin, 1996), as cardiac stimulants (Ahmad and Watson, 1990), as diuretics (Eddy and Downes, 1928), as adjuncts with analgesics (Sawynok and Yaksh, 1993; Zhang, 2001), in electroconvulsive therapy (Coffey et al., 1990), and in combination with ergotamine for treatment of migraine (Diener et al., 2002). An herbal dietary supplement containing ephedrine and caffeine is used as an anorectic (Haller et al., 2002). Other potential therapeutic targets for caffeine include diabetes (Islam et al., 1998; Islam, 2002), Parkinsonism (Schwarzchild et al., 2002), and even cancer (Lu et al., 2002). Caffeine has been used as a diagnostic tool for malignant hyperthermia (Larach, 1989). Clinical uses of caffeine have been reviewed (Sawynok, 1995). In the following chapter, we will focus on the actions of caffeine on the nervous system.
POTENTIAL SITES OF ACTION

Three major mechanisms must be considered with respect to the actions of caffeine on the peripheral and central nervous system: (1) blockade of adenosine receptors, in particular A1- and A2A-adenosine receptors; (2) blockade of phosphodiesterases, regulating levels of cyclic nucleotides; and (3) action on ion channels, in particular those regulating intracellular levels of calcium and those regulated by the inhibitory neurotransmitters γ-aminobutyric acid (GABA) and glycine (Fredholm, 1980; Daly, 1993; Nehlig and Debry, 1994; Fredholm et al., 1997, 1999; Daly and Fredholm, 1998).

Caffeine’s effects are biphasic. The stimulatory behavioral effects in humans (and rodents) become manifest with plasma levels of 5 to 20 μM, whereas higher doses are depressant. The only sites of action where caffeine would be expected to have a major pharmacological effect at levels of 5 to 20 μM are the A1- and the A2A-adenosine receptors, where caffeine is a competitive antagonist (Daly and Fredholm, 1998). Major effects at other sites of action, such as phosphodiesterases (inhibition), GABA and glycine receptors (blockade), and intracellular calcium-release channels (sensitization to activation by calcium) would be expected to require at least tenfold higher in vivo levels of caffeine. At such levels, toxic effects of caffeine, often referred to at nonlethal levels as “caffeinism” in humans, become manifest. Convulsions and death can occur at levels above 300 μM. However, it cannot be excluded that subtle effects of 5 to 20 μM caffeine at sites of action other than adenosine receptors might have some relevance to both acute and chronic effects of caffeine. Extensive in vitro studies of the actions of caffeine at such sites are usually performed at concentrations of caffeine of 1 mM or more, clearly levels that in vivo are lethal.

ADENOSINE RECEPTORS: BLOCKADE BY CAFFEINE

Four adenosine receptors have been cloned and pharmacologically characterized: A1-, A2A-, A2B-, and A3-adenosine receptors (Fredholm et al., 2000, 2001a). Of these the A1-adenosine receptor in rodent species has very low sensitivity to blockade by theophylline, with Kd values of 100 μM or more (Ji et al., 1994). Human A1-adenosine receptors are somewhat more sensitive to xanthines, but at in vivo levels of 5 to 20 μM caffeine will have virtually no effect even on the human A1 receptors. By contrast, results from rodents and humans show that caffeine binds to A1, A2A, or A2B receptors with Kd values in the range of 2 to 20 μM (see Fredholm et al., 1999, 2001b). Thus, caffeine at the levels reached during normal human consumption could exert its actions at A1, A2A-, or A2B receptors, but not by blocking A1 receptors.

If caffeine is to exert its actions by blocking adenosine receptors, a prerequisite is that there be a significant ongoing (tonic) activation of A1, A2A, or A2B receptors. All the evidence suggests that at these receptors, adenosine is the important endogenous agonist (Fredholm et al., 1999, 2000, 2001b). Only at A1 receptors does inosine seem to be a potential agonist candidate (Jin et al., 1997; Fredholm et al., 2001b). In his original proposal of P1 (adenosine) and P2 (ATP) receptors, Burnstock (1978) included the provision that the adenosine receptors would be blocked by theophylline, while the ATP receptors would be insensitive to theophylline. However, there have also been reports of ATP responses that are inhibited by theophylline (Silinsky and Ginsberg, 1983; Shinozuka et al., 1988; Ikeuchi et al., 1996; Mendoza-Fernandez et al., 2000). Such effects have been suggested to indicate novel receptors or to be caused by heteromeric association of A1-adenosine and P2Y receptors (Yoshikata et al., 2001). However, the most parsimonious explanation is that the effects are due to rapid breakdown of ATP to adenosine and actions on classical adenosine receptors (Masino et al., 2002). Therefore, caffeine (as well as theophylline and paraxanthine) should act by antagonizing the actions of endogenous adenosine at A1, A2A, or A2B receptors. This requires that the endogenous levels be sufficiently high to ensure an ongoing tonic activation. In the case of A1 and A2A receptors, this requirement is fulfilled, at least at those locations where the receptors are abundantly expressed (Fredholm et al., 1999, 2001a,b). By contrast, A2B receptors may not be expressed at sufficiently high abundance to ensure tonic activation by endogenous adenosine during physiological conditions. It must, however, be remembered that the potency of
an agonist is not a fixed value but depends on factors such as receptor number and also the effect studied (Kenakin, 1995). It is therefore interesting to note that when activation of mitogen-activated protein kinases is studied, adenosine is as potent on $A_{2B}$ as on $A_1$ and $A_{2A}$ receptors (Schulte and Fredholm, 2000). Hence, the idea that $A_{2B}$ receptors are “low-affinity” receptors activated only at supraphysiological levels of adenosine may not be absolutely true. Nevertheless, the available evidence suggests that most of the effects of caffeine are best explained by blockade of tonic adenosine activation of $A_1$ and $A_{2A}$ receptors.

In chapters to follow, the relative roles of the different adenosine receptor subtypes in mediating in vivo effects of caffeine will be discussed. Here it will suffice to point out that blockade of $A_1$ receptors by caffeine could remove either a $G_i$ input to adenylyl cyclase or tonic effects mediated through $G_{0/1}$ on calcium release, potassium channels, and voltage-sensitive calcium channels. Conversely, blockade of $A_{2A}$-adenosine receptors could remove stimulatory input to adenylyl cyclase. In the complex neuronal circuitry of the central nervous system, the ultimate effects will depend on the site and nature of physiological input by endogenous adenosine. Hints about the biological roles of adenosine are also provided by the distribution of the receptors.

Adenosine $A_1$ receptors are found all over the brain and spinal cord (Fastbom et al., 1986; Jarvis et al., 1987; Weaver, 1996; Svenningsson et al., 1997a; Dunwiddie and Masino, 2001). In the adult rodent and human brain, levels are particularly high in the hippocampus, cortex, and cerebellum. By contrast, $A_{2A}$ receptors have a much more restricted distribution, being present in high amounts only in the dopamine-rich regions of the brain, including the nucleus caudatus, putamen, nucleus accumbens, and tuberculum olfactorium (Jarvis et al., 1989; Parkinson and Fredholm, 1990; Svenningsson et al., 1997b, 1998, 1999a; Rosin et al., 1998). They are virtually restricted to the GABAergic output neurons that compose the so-called indirect pathway and that also are characterized by expressing enkephalin and dopamine $D_2$ receptors. There is, indeed, very strong evidence for a close functional relationship between $A_{2A}$ and $D_2$ receptors (Svenningsson et al., 1999a).

The adenosine $A_1$ receptors appear to play two major roles: (1) activation of potassium channels leading to hyperpolarization and to decreased rates of neuronal firing and (2) inhibition of calcium channels leading to decreased neurotransmitter release. This will lead to inhibition of excitatory neurotransmission, and there is good evidence for interactions between $A_1$ and NMDA receptors (Harvey and Lacey, 1997; de Mendonça and Ribeiro, 1993). Adenosine $A_{2A}$ receptors regulate the function of GABAergic neurons of the basal ganglia. The effects are opposite those of dopamine acting at $D_2$ receptors. It is now clear that these receptors are predominantly involved in the stimulant effects of caffeine (Svenningsson et al., 1995; El Yacoubi et al., 2000).

The two caffeine metabolites, theophylline and paraxanthine, are even more potent inhibitors of adenosine receptors than the parent compound (Svenningsson et al., 1999a; Fredholm et al., 2001b). Therefore, the weighted sum of all of them must be considered when evaluating the effective concentration of antagonist at the adenosine receptors.

Investigation of roles of adenosine receptors has been greatly facilitated by the development of a wide variety of potent and/or selective antagonists. Some are xanthines, deriving from caffeine and theophylline as lead compounds, while others are based on other compounds containing instead of a purine other heterocyclic ring systems (Hess, 2001). In addition, the development of receptor knock-out mice has been instrumental in our current understanding. Thus, experiments using $A_{2A}$ knock-out mice have conclusively shown that blockade of striatal $A_{2A}$ receptors is the reason why caffeine can induce its behaviorally stimulant effects (Ledent et al., 1997; El Yacoubi et al., 2000) and the mechanisms involved have been clarified in considerable molecular detail (Svenningsson et al., 1999b; Lindsog et al., 2002). In addition, $A_{3A}$ knock-out mice showed increased aggressiveness and anxiety (Ledent et al., 1997), a characteristic shared by $A_1$ knock-out mice (Johansson et al., 2001). The fact that elimination of either receptor leads to anxiety could provide the basis for the well-known fact that anxiety is produced by high doses of caffeine in humans (Fredholm et al., 1999); whereas $A_{3A}$ knock-out mice showed hypoalgesia, $A_1$ knock-out mice showed
hyperalgesia. Finally, using A₁ and A₂A knock-out mice it was shown that at least part of the behaviorally depressant effect of higher doses of caffeine depends on a mechanism other than adenosine receptor blockade (Haldner-Henriksson et al., 2002).

**Inhibition of Phosphodiesterases by Caffeine**

The potentiation of a hormonal response by caffeine or theophylline (Butcher and Sutherland, 1962) was considered for years as a criterion for involvement of cyclic AMP in the response, and such xanthines became the prototypic phosphodiesterase inhibitors. Both caffeine and theophylline now are considered rather weak and nonselective phosphodiesterase inhibitors, requiring concentrations far above 5 to 20 μM for significant inhibition of such enzymes (Choi et al., 1988). In 1970, it was demonstrated that caffeine/theophylline blocked adenosine-mediated cyclic AMP formation (Sattin and Rall, 1970), and attention shifted to the importance of adenosine receptor blockade in the effects of alkylxanthines. Agents have been sought that would be selective either towards phosphodiesterases or towards adenosine receptors (Daly, 2000). It has been proposed that the behavioral depressant effects of xanthines are due to inhibition of phosphodiesterases, while the behavioral stimulation by caffeine and other xanthines is due to blockade of adenosine receptors (Choi et al., 1988; Daly, 1993). Indeed, many nonxanthine phosphodiesterase inhibitors are behavioral depressants (Beer et al., 1972). The depressant effects of high concentrations of caffeine will depend, as with any centrally active agent, on the specific neuronal pathways that are affected. The central pathways where there might be a further elevation of cyclic AMP, due to inhibition of phosphodiesterase by caffeine, have not been defined. A limited number of xanthines and other agents that are selective towards different subtypes of phosphodiesterases are available (Daly, 2000). Unfortunately, many have other activities, such as blockade of adenosine receptors, that decrease their utility as research tools.

**Ion Channels: I. Effects of Caffeine on Calcium**

Caffeine at high concentrations has been reported to have a multitude of effects on calcium channels, transporters, and modulatory sites (Daly, 2000). Caffeine has been known for more than four decades to cause muscle contracture due to release of intracellular calcium. It is now known that caffeine enhances the calcium-sensitivity of a cyclic ADP-ribose-sensitive calcium release channel, the so-called ryanodine-sensitive channel, thereby causing release of intracellular calcium from storage sites in the sarcoplasmic reticulum of muscle and the endoplasmic reticulum of muscle and other cells, including neuronal cells (McPherson et al., 1991; Galiane, 1994). Caffeine has been extensively used as a research tool to investigate in vitro the role of release of calcium stores through what is now called the ryanodine-sensitive receptor. In pancreatic β-cells, caffeine-induced calcium release appears to depend on elevated cAMP (Islam et al., 1998). In most cases, significant release of calcium from storage sites in cells or in isolated sarcoplasmic reticulum has required concentrations of caffeine of 1 mM or higher. However, it is uncertain whether slight acute or chronic effects of low concentrations of caffeine on intracellular calcium might have a significant functional impact on the central nervous system. Caffeine targets not only the ryanodine-sensitive calcium-release channel, but has also been reported to have effects on several other entities that are involved in calcium homeostasis (Daly, 2000). These include inhibition of IP₃-induced release of calcium from intracellular storage sites (Parker and Ivorra, 1991; Brown et al., 1992; Missiaen et al., 1992, 1994; Bezprozvanny et al., 1994; Ehrlich et al., 1994; Hague et al., 2000; Sei et al., 2001; however, see Teraoka et al., 1997) and/or inhibition of receptor-mediated IP₃ formation (Toescu et al., 1992; Seo et al., 1999). Both require millimolar concentrations of caffeine. Caffeine at high millimolar concentrations appears to elicit influx of calcium in several cell types (Avidor et al., 1994; Guerrero et al., 1994; Ufret-Vincenty et al., 1995; Sei et al., 2001; Cordero and Romero, 2002); the nature of the channels is unknown. A functional coupling of the caffeine-sensitive calcium-release channels
and the voltage-sensitive L-type calcium channels has been reported in neurons (Chavis et al., 1996). Caffeine at millimolar concentrations has been reported to inhibit L-type calcium channels (Kramer et al., 1994; Yoshino et al., 1996). Evidence suggesting both activation and inhibition of L-type calcium channels by caffeine has been reported for pancreatic β-cells, and the former was attributed to inhibition of K<sub>ATP</sub> channels (Islam et al., 1995). Caffeine at high concentrations reduces uptake of calcium into cardiac mitochondria (Sardão et al., 2002).

As yet, no xanthines have been developed with high potency/selectivity for the ryanodine-sensitive calcium release channels for use as tools to probe possible significance of the inhibition of this channel by caffeine (see Daly, 2000; Shi et al., 2003 and references therein). Ryanodine, 4-chloro-m-cresol, and eudistomins represent other compounds that activate ryanodine receptors, but ryanodine and the cresol are too toxic for <i>in vivo</i> studies, while eudistomins have poor solubility and hence availability for <i>in vivo</i> studies.

**ION CHANNELS: II. EFFECTS OF CAFFEINE ON GABA<sub>A</sub> AND GLYCINE RECEPTORS**

Caffeine has been known for two decades to interact with GABA<sub>A</sub> receptors, based primarily on the inhibition by caffeine and theophylline of binding of benzodiazepine agonists to that receptor in brain membranes (Marangos et al., 1979). The binding of a benzodiazepine antagonist, RO15-1788, also is inhibited (Davies et al., 1984). However, the IC<sub>50</sub> values for caffeine were about 350 μM at such benzodiazepine sites. A variety of evidence suggests that blockade of GABA<sub>A</sub> receptors is responsible for the convulsant activity of high doses of caffeine (Amabeoku, 1999; also see Daly, 1993) but is not involved in behavioral stimulation observed at low dosages of caffeine. There are other reported effects of caffeine and/or theophylline on binding of ligands to the GABA<sub>A</sub> receptor, including reversal of the inhibitory effect of GABA on binding of a convulsant, (+/-)-<i>t</i>-butylcyclophosphothionate (TBPS) (Squires and Saederup, 1987), a slight stimulatory effect on binding of TBPS (Shi et al., 2003), and an inhibition of binding of GABA (Ticku and Birch, 1980) or of the GABA antagonist SR-95531 (Shi et al., 2003) to the GABA site. It appears likely that caffeine at high concentrations affects GABA<sub>A</sub> receptors in a complex, allosteric manner. Functionally, caffeine at 50 μM was reported to inhibit the chloride flux elicited in synaptoneurosomes by a GABA agonist, muscimol (Lopez et al., 1989). At a higher 100 μM concentration, caffeine had no effect, suggestive of a bell-shaped dose-response curve. In the same study with mice, relatively low doses of caffeine (20 mg/kg) appeared to reduce GABA<sub>A</sub> receptor-mediated responses, measured <i>ex vivo</i> with muscimol in synaptoneurosomes. Functional inhibition of GABA<sub>A</sub> receptors, in such studies, might involve inhibition of the GABA receptor by elevated calcium, resulting from caffeine-induced release from intracellular calcium stores (Desaulles et al., 1991; Kardos and Blandl, 1994). In hippocampal neurons inhibition of GABA receptor-elicited chloride currents by millimolar concentrations of caffeine did not appear to involve elevation of calcium (Uneyama et al., 1993). Caffeine was almost tenfold more potent in inhibiting glycine-elicited chloride currents with an IC<sub>50</sub> of 500 μM. Further studies on inhibition of glycine responses do not seem to have been forthcoming. In <i>in toto</i>, the low potency of caffeine at GABA<sub>A</sub> receptors makes it unlikely that such effects contribute to the behavioral stimulant effects of caffeine. However, it is possible that subtle blocking effects at GABA receptors could contribute to both acute and chronic effects by affecting the role of inhibitory GABA- and glycine-neuronal pathways. Apparent alterations in GABAergic activities have been reported after chronic caffeine intake in rodents (Mukhopadhyay and Poddar, 1998, 2000). Chronic caffeine intake does result in changes in receptors for several neurotransmitters, including GABA<sub>A</sub> receptors (Shi et al., 1993), but whether such alterations are the result of direct effects or are “downstream” of effects at adenosine receptors is unknown. No xanthines selective for GABA<sub>A</sub> receptors have been forthcoming, and other agents that interact with the GABA<sub>A</sub> receptor channel complex do not appear suitable as research tools to investigate the unique functional significance of complex interactions of caffeine with GABA receptors.
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OTHER EFFECTS OF CAFFEINE

There are a wide range of other effects of caffeine on ion channels (Reisser et al., 1996; Schroder et al., 2000; Teramoto et al., 2000; Kotsias and Venosa, 2001), enzymes (see Daly, 1993), including lipid and protein kinases (Foukas et al., 2002) and cell cycles (Jiang et al., 2000; Qi et al., 2002), but virtually all require high concentrations of caffeine (see Daly, 1993, 2000 and references therein). Such effects are probably not relevant to the behavioral stimulant properties of caffeine that occur at plasma levels of 5 to 20 μM.

There are peripheral effects of caffeine, some perhaps mediated through adenosine receptors and others through inhibition of phosphodiesterase, that could indirectly affect the function of the central nervous system. Conversely, certain peripheral effects of caffeine may be centrally mediated. The elevation of plasma levels of epinephrine by moderate doses of caffeine in humans was noted as early as the 1960s (see Robertson et al., 1978). The released epinephrine appears likely to be responsible for the caffeine-elicited reduction in insulin sensitivity in humans (Keijzers et al., 2002; Thong and Graham, 2002). The mechanism by which caffeine elicits release of epinephrine from adrenal gland appears likely to be due to increases in sympathetic input, since direct effects of caffeine on release of catecholamines from adrenal chromaffin cells requires millimolar concentrations (Ohta et al., 2002). Thus, direct effects on release of epinephrine from the adrenal gland seem unlikely in human studies. Caffeine also increases free fatty acids (Kogure et al., 2002; Thong and Graham, 2002), presumably in part through blockade of A<sub>1</sub>-adenosine receptors on adipocytes. Theophylline has been proposed to induce histone deacetylase activity, thereby reducing gene transcription and, for instance, cytokine-mediated inflammatory responses, apparently by mechanisms not involving adenosine receptors or inhibition of phosphodiesterases (Ito et al., 2002). In vivo effects of caffeine on expression of nitric oxide synthetase and Na<sup>+</sup>/K<sup>+</sup>ATPase in rat kidney have been reported (Lee et al., 2002). Whether there are similar effects in the central nervous system is unknown. Caffeine, in addition to increasing plasma epinephrine, increases corticosterone and renin (Robertson et al., 1978; Uhde et al., 1984), an effect often associated with stress (see Henry and Stephens, 1980).

CONCLUSIONS

Caffeine and other methylxanthines are potentially able to affect a large number of molecular targets. Nevertheless, the current best evidence indicates that the only effect in the central nervous system that is relevant at lower doses of caffeine is blockade of A<sub>1</sub> and A<sub>2A</sub> receptors. Higher doses that are related to toxicity and depressant effects appear to exert their effects, at least in part, by mechanisms other than adenosine receptor blockade.
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INTRODUCTION

It is a daily observation that in public transport, at home in the evening, and at times when people are expected to be fully awake, they suffer from a continuous sleep deprivation and too low a level of wakefulness. Data from laboratory studies show that a shortage of nocturnal sleep by as little as 1.3 to 1.5 h for one night results in a one third reduction of daytime objective alertness (Bonnet and Arand, 1995). Other studies show that 17 to 57% of healthy young adults have sleep onset latencies (SOL) during daytime of <5.5 min (±50% of the normal SOL) and that about 28% of young adults as a rule sleep less than 6.5 h each night of the week. In general, there exists a significant sleep loss in at least one third of all adults. For this reason it is not amazing that fatigue is a factor in 57% of traffic accidents, resulting in many casualties and an estimated loss of $56 billion in the U.S. alone (Bonnet and Arand, 1995). It is no surprise that people look for ways to compensate for a shortage of sleep and to stay awake when necessary. Caffeine-containing beverages...
such as coffee might be of help. Unfortunately most studies, especially those conducted before the 1990s, have been focused on disturbing sleep and wakefulness by giving caffeine shortly before sleep. Hence, the conclusion from a review (Snel, 1993) was that caffeine induced a restless sleep, predominantly in the first half of the sleep. Effects of caffeine on sleepiness were assessed mainly by measuring sleep latency, mood, and task performance. With doses of caffeine up to 400 mg, sleep latency increased and task performance improved on easy tasks but tended to be impaired on complex tasks. More recent studies also adhere to the tradition of giving caffeine shortly before going to sleep (Landolt et al., 1994; Lin et al., 1997; Hindmarsh et al., 2000) or even administer caffeine (5 mg/kg) intravenously during sleep (Lin et al., 1997). Such studies make it difficult to appraise the influence of coffee on sleep and wakefulness in everyday life.

The general conclusion was that caffeine, corrected for the influence of age, gender, personality, and consumption habits, modulates arousal level and that, depending on this interaction, divergent and even contradictory effects on sleep and waking have been found.

Herein an attempt is made to emphasize in particular the effects of caffeine on sleep and wakefulness assessed in more real-life situations. A MEDLINE search using the terms coffee, caffeine, sleep, and wakefulness, covering the period 1993 to 2002, was conducted to determine whether the more recent literature offers support for this attempt.

A short introduction discussing what sleep is will be followed by the proper subject of this chapter: the role of caffeine on sleep and wakefulness in real-life settings.

SLEEP

About one third of our lives is spent in sleeping, but the reason we sleep is still unknown. Mostly, sleep is described as a part of the 24-h endogenous arousal cycle with its peak in the afternoon (postlunch dip of arousal) and its trough around 3:00 A.M. and a low shortly after noon. The behavioral manifestation of the circadian arousal cycle, which has to do with the underlying endogenous variations of adenosine and its metabolites (Chagoya de Sánchez, 1995), is expressed as sleep and wakefulness. The best-known adenosine-receptor antagonist, caffeine, and adenosine form an important subject in sleep research.

Adenosine can be seen as a sleep-inducing factor (Porkka-Heiskanen, 1999). Its concentration is higher during wakefulness than during sleep, it accumulates in the brain during prolonged wakefulness, and local perfusions as well as systemic administration of adenosine and its agonists induce sleep and decrease wakefulness. Adenosine receptor antagonists, caffeine and theophylline, are widely used as stimulants of the central nervous system to induce vigilance and increase the time spent awake. Caffeine is an antidote of sleep or an antihypnotic. Van Dongen et al. (2001) concluded from their study that caffeine was efficacious in overcoming sleep inertia by its occupation of adenosine receptors in the brain.

Recording brain activity with an electroencephalogram (EEG) is useful to follow the periodic fluctuations in arousal that are characteristic of sleep. The recorded sleep structure is used to describe the quality and depth of sleep, ranging from stage 1 through stage 4 to the rapid eye movement (REM) stage. Stages 1 and 2 together form light sleep. Stage 2 is the transition from the period of falling asleep to deep sleep and is used as an objective criterion to measure sleepiness. Stages 3 and 4 together represent deep sleep or slow-wave sleep (SWS). Stages 1 to 4 are called non-REM-sleep (NREM-sleep). When stage 4 is reached, there is a quick return via stages 3, 2, and 1 to a state in which REM-sleep occurs. Physiological characteristics of REM-sleep, contrary to NREM-sleep, are an irregular heart and respiration rate, absent muscle tonus of the extremities, a higher threshold to awaken, and the relatively easy reporting of detailed dreams. In the first half of the night more NREM-sleep, especially more SWS, is found; in the second half increasingly more REM-sleep and light sleep are found. The period needed to change from NREM to REM is called a sleep cycle. Although sleep as a biological rhythm is determined largely by endogenous physiological factors with a free-running length of about 25 h, exogenous factors, so-called Zeitgebers,
overrule this free-running 25-h period and force it to a 24-h sleep–wake rhythm. Important Zeitgebers are the succession of light and dark and social factors such as the scheduling of work and leisure activities. Disturbing these Zeitgebers by responding to the demands of the 24-h economy can only have serious consequences for sleep and wakefulness.

**Alertness Cycles**

In addition to the 24-h sleep–wake cycle, smaller Ultradian 90-min cycles exist during sleep, occurring about six times during a normal sleep period. Some authors speculate that this 90-min rhythm also exists during waking and manifests itself in fluctuations of arousal and alertness, the so-called basic rest activity cycles. If true, this explains why in particular the postlunch dip in attention is compensated so well by coffee (Brice and Smith, 2002) and why the enjoyment of coffee may be distributed over the day in a specific pattern to counteract sleepiness. The literature offers little information on specific diurnal trends in patterns of caffeine consumption. Dekker et al. (1993) found in 365 families that about 90% of all coffee is drunk early in the morning, at the morning break, at lunch, late in the afternoon, and early in the evening. A study done by Bättig (1991) shows a similar, but more detailed, picture for 338 20- to 40-year-old women. Twenty-seven percent drank coffee at wake-up, 73% at breakfast, 60% at the morning break, 23% late in the morning, 52% with lunch, 48% at the afternoon break, 32% in the late afternoon, 18% at dinner, and 43% after dinner. Remarkably, the consumption of decaffeinated coffee increased throughout the day from hardly 1% at breakfast to 12.6% after dinner. This may reflect the shift over the day in reasons why people enjoy their coffee and also the unconscious preparation for sleep. Corresponding data were found for caffeine intake in 691 undergraduate students (Shohet and Landrum, 2001). From morning (6:00 A.M. to 12:00 P.M.) through the afternoon (12:00 P.M. to 6:00 P.M.) and evening (6:00 P.M. to 12:00 A.M.), the average consumption decreased from 534.2 ± 1218.7 to 488.2 ± 552.4 to 473.1 ± 532.2 mg. During the night (12:00 A.M. to 6:00 A.M.) the average consumption was 86.8 ± 281.2 mg. It remains difficult to deduce from this data whether ultradian cycles are involved and, if so, whether they are masked by the influence of cultural, situational, social, work-related, and personal factors such as health attitudes, sensitivity, diurnal type, and age.

According to Akerstedt and Ficca (1997), the disturbance of sleep in everyday situations seems negligible even for high doses up to 6 to 7 mg/kg (about six to seven cups of coffee per day). In other words, in the majority of the population, up to 3 mg/kg of coffee hardly influences sleep. That the last coffee is drunk shortly after dinner supports this point (Bättig, 1991). Nevertheless, Alford et al. (1996) found in six healthy volunteers averaging 23.8 years old that, of two doses given, a 4-mg/kg dose given 20 min before bedtime resulted only in a doubling of the SOL. An 8-mg/kg dose, however, decreased sleep efficiency 17%, tripled the number of awakenings to 11.1%, decreased SWS 4.2%, and decreased NREM-sleep 8.2 to 58.6%. In spite of this ecologically invalid procedure of offering high doses of caffeine 20 min before going to bed, the point to stress is that even after a relatively high dose of 4 mg/kg, sleep structure was hardly influenced.

In general, these studies indicate that doses ranging from 2 to 4 mg/kg, comparable to normal use in everyday life, may cause a slight postponement of falling asleep (5 to 10 min of increased sleep latency) (Rosenthal et al., 1991; Penetar et al., 1993). Nevertheless, a critical look at such findings is advised. After an abstinence period of 3 d, of which 2 d were spent in the laboratory, nine healthy students who on average consumed 1.5 cups of coffee daily received 200 mg of caffeine at 7:10 A.M. (Landolt et al., 1995). In the night that followed, the EEG showed that compared to the two previous baseline nights, sleep quality was significantly lower: Total sleep time (TST) (p < .05) and sleep efficiency (p < .05) decreased and sleep latency to stage 2 increased (p < .05) as revealed by 42 tests. A closer look at the absolute values showed that compared with baseline nights 1 and 2, the TST was diminished by 2.5 and 2.2%, respectively, resulting in a sound sleep lasting $440 \pm 5.3$ min. Sleep efficiency was 2.4 and 2.1% lower than the normal 91.6%, and sleep
latency to stage 2 only increased in comparison to the second baseline night 2. Correction for capitalization on chance (Bonferroni correction) would have resulted in nonsignificant results.

The disadvantages of this kind of study are that it includes a caffeine abstinence period, which makes it unclear whether caffeine ameliorates withdrawal effects, it uses subjects not accustomed to caffeine (Landolt et al., 1995), and it does not take the clinical significance of the findings into consideration.

In order to give a more valid indication of the effect of caffeine on sleep in everyday situations, we suggest studying the usual practice, that is, taking the last caffeine of the day 3 to 4 h before bedtime. Because caffeine has an average half-life of 5 h in adults, the effects of caffeine on sleep will then hardly be found.

Engleman et al. (1990) gave 11 medical students a total dose of $5 \times 200 \text{ mg}$ of caffeine every 2 h between 7:00 A.M. and 5:00 P.M. after a maximum night’s sleep of 3 h. This regular caffeine intake during the day, the latest at 5:00 P.M., did not substantially affect nighttime sleep.

In a study aimed at assessing the influences of caffeine use on the experience of low back pain, information was gathered on sleep onset latency and the numbers of awakenings (Currie et al., 1995). The 64 male and 67 female patients with mean age of 42.1 years and an average pain history of 6.1 years gave detailed information on their daily use of coffee, tea, and cola drinks. There were no differences in sleep quality among the groups that consumed low (mean = 33.7 ± 36.0 mg daily), medium (mean = 226.1 ± 87.8 mg), and high (mean = 562.1 ± 179.6 mg) amounts of caffeine.

Whether coffee hampers sleep quality in everyday, more natural settings were investigated by Janson et al. (1995) in a random population of 2202 subjects aged 20 to 45 years. In this three-country study (Iceland, Sweden, and Belgium), information was gathered on problems falling asleep, nightmares, nocturnal and early awakenings, and the use of psychoactive substances including coffee. Caffeine was not found to be a risk factor for difficulties inducing sleep or other sleep disturbances when making adjustments for age, gender, smoking, country, or seasonal variation. For those who consumed at least six cups per day, however, there was a negative correlation with nocturnal awakenings (Janson et al., 1995). Habitual caffeine consumption during daytime in a regular sleep–wake cycle has no deteriorating effects on sleep quality.

**MOTIVES FOR CONSUMPTION**

Early in the morning coffee is taken mostly to awaken. During the day coffee is taken more for conviviality (17%) and relaxation (34%) rather than for stimulation (14%); only 7% take coffee to cope with stress (Harris Research Centre, 1996). Support for this comes from a study done by Höfer et al. (1993) in which 120 students were put on a strict abstinence regimen, after which they received caffeine during 12 complete days. Although caffeine abstinence caused moderate and transient withdrawal effects, there was no so-called titration of caffeine, that is, coffee consumers did not consume more when the coffee contained less caffeine. Apparently, caffeine itself is a minor reason for coffee consumption, although the studies by Hughes’ team repeatedly show that abstained coffee drinkers prefer caffeinated coffee above decaffeinated coffee (Hughes et al., 1995).

These motives to drink coffee, essentially all of a positive nature, imply that the disturbing effects of coffee on sleep are confounded by other aspects. Illustrative of this view is research by De Groen et al. (1993), who studied snoring and anxiety dreams in 98 veterans from World War II. Fifty-five of them suffered from current posttraumatic stress disorder. The outcome showed that the association between snoring and anxiety dreams was independent of many factors that were expected to be related, one of which was coffee consumption. A comparable study was done in 14,800 male twins, born between 1939 and 1995, who served the army in Vietnam between 1964 and 1975 (Fabsitz et al., 1997). Responses were collected from 8870 men on the frequency of their sleep problems as reported on the Jenkins sleep questionnaire, which inventories the prevalence of at least one sleep problem per month. Sixty-seven percent of the respondents awoke often, 61.5% awoke tired or worn out, 48.1% experienced trouble falling asleep, and 48.6% awoke early.
appeared that of the 11 conditions inventoried, coffee consumption of at least eight cups per day vs. up to seven cups per day was related only to awaking tired (odds ration [OR] 1.32), while heavy alcohol use and type A behavior were associated with a higher risk for all sleep problems. The conclusion was that a number of the risk factors associated with these sleep problems came from lifestyle characteristics or stress.

The same conclusion can be drawn from a study of locomotive engineers and their spouses (Dekker et al., 1993). Twenty-seven engineers who were working irregular work schedules and their spouses completed daily logs for 30 d. These logs were divided into workdays and nonworkdays. Workday sleep length was significantly shorter than nonworkday sleep length for both subject groups. The number of cups of coffee consumed on workdays was higher (2.75 cups per day) than on nonworking days (2.17 cups per day), but only for the locomotive engineers. The authors concluded that increased coffee consumption was correlated with longer sleep latency, increased negative mood, and decreased positive mood on both work and nonwork days. Driving a locomotive is a taxing task that demands continuous vigilance; the stress of this combined with the frequent intake of coffee to compensate for this stress may have caused this decrease in sleep quality and feelings of well-being.

The same conclusion may apply to a study by Ohayon et al. (1997), who researched the prevalence of snoring and breathing pauses during sleep in 2894 women and 2078 men aged 15 to 100 years, a representative sample of the U.K. population. Forty-five percent of this sample reported snoring regularly, which was associated with the male sex, aged 25 years or more, and consuming at least 6 cups/d (OR 1.4, \( p < .002 \)). Since snoring was also associated with obesity, daytime sleepiness or naps, nighttime awakenings, and smoking, it could be that, as found in the former studies, an inadequate lifestyle was the causal factor of the sleep-related problems, and not caffeine itself.

The same line of reasoning goes for the restless legs syndrome and periodic limb movement disorder (PLMD), two other sleep-impairing disorders. Cross-sectional studies in the U.K., Spain, Italy, Portugal, and Germany among 18,980 subjects, 15 to 100 years old, revealed that caffeine intake was not associated with restless legs syndrome, although it was with PLMD (Ohayon and Roth, 2002). The specific factors associated with PLMD included being a shift or night worker, snoring, daily caffeine intake, use of hypnotics, and stress.

Depression may lead to bad sleep, but stress is not always the causative factor. Chang et al. (1997) followed 1053 men in a prospective study to assess the relationship between self-reported sleep disturbance and subsequent clinical depression and psychiatric distress over a median follow-up period of 34 years. The relative risk for depression was greater for those who reported a bad sleep at the start of the follow-up period. Coffee, however, had no influence. In this case, sleep disturbances reflected a vulnerability for depression, since even after resolution of the depressive period, sleep EEG abnormalities remained. It is unlikely that coffee as a mood enhancer and cognitive stimulant has anything to do with a genetic predisposition to vulnerability for bad sleep and depression.

Although these results may shed light on studies reporting impaired sleep quality due to caffeine intake, they may only count for those who use sedative hypnotics, which may hinder a refreshing sleep.

In general, it can be said that coffee drinking is often associated with a cluster of factors that are representative of a stressful and risky lifestyle. It is these factors that might be responsible for certain sleep–wake problems, and not coffee.

**REGULAR AND IRREGULAR SLEEP–WAKE SCHEDULES**

Regular sleep is an important requisite of a good sleep and should result in low levels of daytime sleepiness. Manber et al. (1996) evaluated prospectively the effects of two manipulations of sleep–wake schedules on subjective ratings of daytime sleepiness in 39 17- to 22-year-old students. Subjects in the sleep–only and in the regularity groups were given a 7.5-h limit for total sleep time. Those in the regularity group were instructed to stick to a regular sleep schedule. After a 12-d...
baseline period, the experimental conditions were introduced and lasted four weeks. Five weeks after this experimental phase, a follow-up phase of one week started. The findings were that when nocturnal sleep was not deprived, regularization of sleep–wake schedules was associated with less sleepiness. Subjects in the regular schedule group reported greater and longer-lasting improvements in alertness and improved sleep efficiency compared with subjects in the sleep–only group. As for coffee consumption, there were no differences between the groups, suggesting that subjects are able to attune their coffee consumption to the way they live their lives.

Although regular work schedules mostly imply working in close harmony with the sleep–wake cycle, and hence may not cause trouble with keeping awake, the use of caffeine in the work situation is a universal phenomenon. To assess the effect of caffeine on neuroendocrine stress responses in the workplace during the daytime, Lane (1994) studied 14 habitual coffee drinkers (two to seven cups/d; mean 3.4 ± 1.7 cups) doing their normal work-related activities. Catecholamine and cortisol levels were measured in 2 d in a 4-h interval from morning until noon. After overnight caffeine abstinence, 300 mg of caffeine or placebo was administered in a blind study between 8:00 and 8:30 A.M. Scores of mood (POMS) from a symptom checklist were collected at the end of each morning. Caffeine elevated adrenaline levels during work by 37% but did not affect norepinephrine or cortisol levels. The subjective reports suggested that caffeine abstinence was associated with symptoms of caffeine withdrawal by the end of the morning. Effects included higher ratings of sleepiness, lethargy, and headache and a reduced desire to socialize. Apparently, after caffeine abstinence, caffeine may increase the activity of the sympathetic adrenal–medullar system during everyday activities in the work environment. It indicates an acceleration of the increase of arousal, a normal stage of the circadian rhythm early in the morning. Its acceleration by coffee may help to attain a habitual level of functioning sooner.

Irregular patterns of life, voluntarily chosen (leisure activities) or imposed by work (health care, traveling intercontinentally, security industry), form a health risk due to excessive sleepiness, disturbed sleep, and accidents. There are many ways people could use to compensate for the consequences of irregularity, such as exposure to bright light, taking naps or a break, improving work scheduling, or manipulating their sleep. The role of coffee in sleep deprivation due to irregular sleep–wake schedules has recently been assessed in a few field studies.

**Simulated Real-Life Situations**

The majority of studies on caffeine have investigated its effects on performance of typical computerized laboratory tasks that represent single basic functions underlying real-life performance. Exceptions are those studies with tasks that are found in situations like that in the following study.

In a study on simulated driving (Brice and Smith, 2001), the effect of 3 mg/kg of caffeine, comparable to the everyday practice of consuming two cups of coffee per occasion, was assessed. Participants were 24 healthy students, all nonsmokers and habitual consumers of regular coffee and with an average 4.63 years of driving experience. The subjects were not required to abstain from caffeine-containing beverages before the experiment. The results showed that in the group that consumed coffee, in addition to greater alertness and more hits on a repeated digit memory task (54.1% compared to 48.8%), steering variability was significantly less (95.5 to 101%; mean percentage change from baseline) and continued throughout the 1-h drive. Previous studies have found similar beneficial effects of a 150-mg dose of caffeine on driving performance (Horne and Reyner, 1996), but in sleep-deprived, hence fatigued, subjects. In a more recent study (Reyner and Horne, 2000), sleep deprivation was added. Eight male and eight female students, 23 years old, were sleep deprived until midnight or for the whole night, then had to drive continuously for 2 h (6:00 to 8:00 A.M.) on a dull, monotonous roadway. A dose of 200 mg of caffeine improved driving performance in a dose-dependent fashion, resulting in fewer incidents and less subjective sleepiness. Caffeine taken as regular coffee effectively reduces early morning driver sleepiness for about half an hour following total sleep deprivation for one night and for around 2 h after a short sleep of
5 h. The best way to counteract sleepiness appeared to be caffeine, because of its more consistent alerting effects; taking a break alone proved ineffective. Brice and Smith’s (2001) study confirmed that caffeine works beneficially in monotonous tasks, also in nonsleep-deprived subjects. It supports the many studies showing that caffeine is quite useful in compensating for the fatigueing effect of performing a task uninterruptedly, the so-called time-on-tasks effect, especially while performing tasks that are simple, monotonous, and not intrinsically interesting enough to keep fatigue away (see Chapter 4 of this book).

In a simulated shift-work situation including seven men and five women, 19 to 36 years old, all of whom did not drink coffee or were moderate users (~2 cups/d), the influence of a 200-mg dose of caffeine was studied. Work started at 5:30 in the evening and continued until 10:00 the next morning. During the 1-h rest period from 1:30 to 2:30 A.M., the participants performed four computer tests lasting 90 to 95 min. Caffeine alone had a general beneficial effect on performance during the night, which was ascribed to the suppression of the melatonin level or to a delay of the melatonin rhythm. Indeed, Shilo et al. (2002) found in six volunteers who drank decaffeinated coffee or regular coffee in a double-blind study that caffeinated coffee caused a decrease of 6-MT, the main metabolite of melatonin, in urine. Wright et al. (1997a) found that caffeine delayed the melatonin rhythm dose-dependently. This explains why sleepiness during the daytime may occur after caffeine is administered during sleep deprivation the night before. It also implies that individuals who suffer from sleep abnormalities or claim to be sensitive to caffeine should avoid drinking coffee late in the evening.

Modern life may require that individuals sacrifice their regular sleep schedules, with the consequence of partial or complete loss of sleep. To determine the effects during and after a 62-h period of prolonged wakefulness, Kamimori et al. (2000) studied 50 healthy, nonsmoking males (aged 18 to 32 years) who did not take more than 300 mg/d of caffeine. This study resembled their 1993 study with the same design, doses of 150, 300, or 600 mg/70 kg, and had similar results (Penetar et al., 1993). In their 2000 study, the caffeine doses (2.1, 4.3, and 8.6 mg/kg) were given as before, double-blind, in a sweetened lemon juice drink, and only once after 49 h of wakefulness. Plasma caffeine concentrations were measured every half hour until 12 h after intake. Caffeine had no significant effect on noradrenaline, but adrenaline was significantly increased 1 and 4 h postintake, but only in the high-dose group. Sleepiness scores as assessed with the MSLT showed dose-related responses that were nonsignificant for the 2.1-mg/kg dose. This result was ascribed to possible tolerance effects in these regular coffee consumers. The high dose was especially effective in stimulating adrenaline and almost tripled the SOL in the MSLT over the first 4 h postintake. Interest was the significant and disproportional increase in the dose-normalized caffeine AUC and the significant decrease in its clearance rate with increasing dose (Kamimori et al., 1995). Also, the paraxanthine:caffeine ratio significantly decreased with increasing dose. Apparently, with increasing dose, the metabolism of caffeine slows down, suggesting a capacity-limited metabolism (Kamimori et al., 1995).

The effect of caffeine in simulation of jet-lag situations was studied by Moline et al. (1994) in five healthy men between 37 and 58 years of age, all moderate caffeine intakers (~3 caffeinated beverages). They were recruited for two 16-d sessions in the laboratory. The first 5 d were based on habitual sleep–wake schedules, followed by the sixth night from which they were awakened 6 h before their usual arising time. This was repeated during the subsequent sleep periods. Throughout the study they received, double-blind, 200-mg caffeine or placebo tablets at breakfast. Prior to one of the scheduled shifts, the caffeine was replaced by placebo. Subjective alertness remained approximately constant following the shift in the drug condition, whereas it declined in the no-caffeine condition (p < .05). The preshift alertness was the same in both conditions. The summarizing conclusion was that using a single dose of 200 mg of caffeine, taken at breakfast, prevented a decline in subjective alertness following a 6-h time advance in middle-aged male subjects.

A comparable study was done by Muehlbach and Walsh (1993) on simulated night work with 2 mg/kg of caffeine in eight males and seven females with a mean age of 24.7 years. Dependent variables were physiological sleepiness (MSLT), performance, mood (POMS), and subsequent...
daytime sleep. Caffeine appeared to be beneficial in improving alertness during three successive night shifts without impairing mood and daytime sleep. Nighttime performance, however, was not significantly improved and sleepiness at the circadian trough remained at weak levels (see also Lee, K.A., 1992; Walsh et al., 1995). In a replication study (Muehlbach and Walsh, 1995), one of the objectives was to determine the efficacy of caffeine in maintaining performance and alertness during the circadian trough. Ten healthy young adults were totally sleep-deprived for 54.5 h. After 41.5 h awake, the subjects received, double-blind, 600 mg of caffeine followed by hourly testing. Performance and alertness assessed every 2 h were significantly improved by caffeine. Caffeine maintained performance and alertness during the early morning hours, when the combined effects of sleep loss and the circadian morning trough of performance and alertness were manifest.

In sum, caffeine is an effective and cheap means of improving performance and alertness during sleep loss in normal, healthy adults in conditions comparable to those of real-life work situations.

REAL-LIFE WORK SITUATIONS

Greenwood et al. (1995) were interested in the role of caffeine, alcohol, and tobacco use, exercise, activities upon going to bed, and sleep-enhancing measures in minimizing sleep disturbance in shift-work situations. Subjects were 72 workers (nurses, computer operators working for a bank, and industrial workers at a chemical factory) who worked on rotating-shift systems for periods of at least three consecutive nights or days. The 40 men and 32 women, on average 30.5 years old, 61% married, had a mean shift-work experience of 8.8 ± 6.5 years and worked on average 39.5 h/week (24 to 80 h). Sixty percent of the workers consumed caffeine from different sources in the 6 h preceding sleep on all night shifts, only 5% more than on day shifts. To protect their sleep quality, they were recommended to abstain from caffeine during the 6 h before sleep. In general there was little evidence of workers changing their caffeine consuming habits according to the shift they worked. Correlating the consumption of caffeine during the 6-h period before going to bed with the length of sleep for only those who consumed caffeine resulted in no significant correlations, ranging from –0.31 to 0.10. Also, there was no correlation between the time they took the last caffeine-containing beverage and sleep duration on any of the three night- and day-shift days (Greenwood et al., 1995). Further, sleep at a time common for night workers was not markedly disrupted by the moderate caffeine consumption at night (Muehlbach and Walsh, 1995). In sum, shift workers do not adjust their coffee intake with the explicit intention of improving sleep quality, and coffee has hardly any effect on sleep quality.

The question of whether moderate doses of caffeine (100, 200, or 300 mg) or placebo given after 72 h of sleep deprivation would reduce adverse effects was posed by Lieberman et al. (2002). The 68 U.S. Navy Sea–Air-level trainees were tested 1 to 8 h after sleep deprivation on several cognitive tasks, mood, and performance (marksmanship). The sleep deprivation and the stress of the simulated combat situation adversely affected performance and mood. However, caffeine, dose-dependently (200 and 300 mg) improved visual vigilance, reaction time, and alertness. Marksmanship was not affected by caffeine. The greatest effect of caffeine was found 1 h after intake, but significant effects persisted for 8 h. The conclusion was that when cognitive performance is critical and must be maintained during severe stress under sleep deprivation conditions, caffeine, especially the 200-mg dose, provides a significant advantage.

The foregoing studies (simulated and real-life) indicate that caffeine taken at appropriate times reduces sleepiness and compensates performance decrements during nighttime work hours. These findings confirm the series of studies done by Smith (1994). A summary from his five studies showed that 1.5- and 3.0-mg/kg doses of caffeine (the usual amount people drink at one occasion) are beneficial for aspects of mood and performance when a person’s arousal level is reduced, as in sleep deprivation. A secondary advantage is that this increase in alertness and improvement of performance reduces problems with safety and loss of performance efficiency. Whether the systematic use of coffee is feasible for all occupational settings is difficult to decide. Caffeine certainly
is used to improve alertness during work, but the use is spontaneous and ad hoc, and there is still a lack of data on its systematic application. Particularly, the optimal amount and pattern of administration need elucidation, and also its effect combined with other means people use to stay awake, among them bright light, naps, and, more recently, the use of slow-release caffeine.

AIDS TO CAFFEINE

BRIGHT LIGHT

The most important Zeitgeber in regulating the 24 sleep–wake cycle is light. Therefore, the abundance of light in our 24-h economy, sometimes termed light pollution, will disturb the sleep–wake cycle. On the other hand, the increase of light intensity could be used in situations to keep people awake. To check this option, some studies have been done with bright light only, more recently also combined with caffeine (Wright et al., 1997b; Babkoff et al., 2002). Such a study during nighttime hours across 45.5 h of sleep deprivation was done under four conditions (dim light-placebo, dim light-caffeine, bright light-placebo, and bright light-caffeine) (Wright et al., 1997b). Subjects were 46 healthy male volunteers, aged 18 to 25 years, and the study was conducted during the nighttime hours. Measures were alertness and performance. A caffeine dose of 200 mg was given at 8:00 P.M. and at 2:00 A.M.; bright light-exposure (> 2000 lux) was from 8:00 P.M. to 8:00 A.M. The combined treatment of caffeine and all-night bright light enhanced performance to a larger degree than either the dim light-caffeine or the bright light-placebo condition. Beneficial effects of the treatments on performance were largest after the trough in the arousal level at 2:00 A.M. At that time, performance in the dim light-placebo condition was the worst. Notably, the bright light-caffeine condition was successful in overcoming the circadian drop in performance for most tasks measured. Both caffeine conditions improved wakefulness. Taken together, the results suggest that the combined treatment of bright light and caffeine is effective in enhancing alertness and performance during sleep loss.

A similar experiment was done by Babkoff et al. (2002) with the same treatment as in the study by Wright et al. (1997b), except that the brightness was 3000 lux. Subjects were seven men and five women who were on average 24.6 years old. The simulated work condition started at 5:30 P.M. and ended 10:00 A.M. Exposure to bright light was for 1 h at 1:30 A.M., combined with a 200-mg dose of caffeine. Performance on spatial discrimination, working memory, and a letter cancellation task was maintained throughout the reminder of the night and morning; however, the exposure to light alone without the caffeine actually degraded the performance.

The most effective way to compensate for the increase in fatigue was the combination of 200 mg of caffeine and the exposure to bright light (3000 lux), followed by caffeine, and then by bright light.

NAPS

Interesting from the point of view of everyday practice are those studies that combine caffeine with naps to counteract fatigue from a shortage of sleep, such as those done by Bonnet and Arand (1995) and by Reyner and Horne (1997). Intuitively, naps and caffeine do not match; naps are meant to induce sleep, while caffeine is used to awaken. Nevertheless, previous studies have shown that performance during sleep loss is improved by prophylactic naps, dose-dependently with nap length. The study by Bonnet and Arand (1995) compared the effects of repeated vs. single-dose administration of caffeine and varying amounts of sleep taken prior to sleep loss on performance, mood, and physiological measures during two nights and days of sleep loss. A total of 140 young adult males (recruits and college students) participated. No data were reported on their coffee consumption. Ninety-eight subjects were randomly assigned to one of four nap conditions (0, 2, 4, or 8 h) and 42 subjects were assigned to one of the following caffeine conditions: a single 400-mg dose of caffeine at 1:30 A.M. each night or repeated doses of 150 or 300 mg every 6 h starting at 1:30
M. on the first night of sleep loss. The placebo control group did not nap and received placebo every 6 h on the repeated caffeine schedule. After a normal baseline night of sleep and morning baseline tests of performance, mood, and nap latency, subjects in the nap groups returned to bed at 12:00 P.M., 4:00 P.M., 6:00 P.M., or not at all. Bedtimes were varied so that all naps ended at 8:00 P.M. (Bonnet and Arand, 1995). The MSLT was administered every 3 h starting at 10:00 P.M. and the visual vigilance every 6 h starting at 11:30 P.M. on the initial sleep loss night. The results confirmed earlier findings that alertness and performance during sleep loss are directly proportional to prophylactic nap length. Naps in general were superior to caffeine and resulted in longer and less-graduated changes in performance and alertness. Caffeine displayed peak effectiveness and lost its effect within 6 h. The combination of short naps and small, repetitive doses of caffeine (150 mg), however, did maintain alertness and performance during sleep loss better than no naps, caffeine, or large single doses (300 and 400 mg). However, neither nap nor caffeine could preserve function at baseline levels beyond 24 h, after which alertness and functioning approached placebo levels.

Reyner and Horne (1997) combined naps with 150 mg of caffeine to assess the combined effect on driver sleepiness and driving safety on a simulated dull and tedious motorway in 12 healthy, 20- to 30-year-old, medication-free, good sleepers; all were infrequent nappers. The drive started at 2:00 P.M., followed by a 30-min break and then a 2-h drive. Decaffeinated coffee with 150 mg of caffeine was taken 5 min before the break, followed by a nap of 15 min that ended 5 min before the 2-h drive. The event frequencies for incidents during caffeine + nap and caffeine were, respectively, 0.09 and 0.34, compared to 1.0 for placebo. Caffeine + nap was additive in its decrease of subjective sleepiness. The EEG trends for all conditions resembled those for sleepiness. Taken altogether, it appeared that the combined treatment was additive with respect to incidents and sleepiness. During the 2-h postcaffeine treatment, compared with caffeine only, the combination of caffeine + naps reduced the number of incidents a further three- to fourfold.

**Slow-Release Caffeine**

Slow-release caffeine (SRC) is a relatively recent means of caffeine delivery. SRC appears especially suitable in long work or shift-work schedules that necessitate an elevated and prolonged level of vigilance and performance and in which fatigue and sleepiness, which may impair efficiency, should be avoided. Use of SRC could have implications for civilian life, for physicians and nurses on duty, pilots, truckers, rescue workers, and perhaps even for the chronically sleep-deprived general public.

A work-simulated study, quite interesting because of the use of SRC, was done in a laboratory situation with a group of 12 young adults (Bonnet and Arand, 1993). The aim was to compare the relatively best effect of either napping for four periods of 1 h each or one nap period of 4 h in combination with or without a 200-mg SRC dose. Addition and logical reasoning were improved during the night with the combination of the 4-h nap before the shift and caffeine. Performance after the 1-h naps in the beginning of the night was very poor, probably due to the fact that 60% of the naps ended in SWS compared with 10% of the prophylactic naps, the main advantage of this method to stay awake. Apparently, the best strategy to stay awake during shift work is to take a nap before starting to work and using SRC (200 mg) or two doses of 200 mg at 1:30 and 7:30 A.M. (Bonnet and Arand, 1994a,b).

The effect of partial sleep derivation induced by a short night of 4.5 h was measured with a driving simulator for 45 min with or without a 300-mg SRC dose. The subjects were seven male and five female students, with a mean age of 22.5 years. They were all moderate to normal sleepers and had at least 2 years of driving experience. After the normal sleep condition (7.5 h), caffeine decreased lane drifting, while after the 4.5-h night, the SRC resulted in less lane drifting, smaller speed deviation, and less accident liability. Subjectively, SCR resulted in less fatigue and more vigor, but only in the short 4.5-h sleep condition. Especially when there is no opportunity to take a nap, as is the case in most industrial settings (continuous process and monitoring activities, transport, health care), SRC is indicated to decrease fatigue. Another reason for considering using
SRC instead of caffeine-containing beverages is to prevent the risk of unwanted side effects from repeated administration of caffeine over long periods.

Beaumont et al. (2001) investigated the efficacy of 600 mg of SRC on sustained attention and cognitive performance during a 64-h continuous wakefulness period. Sixteen healthy, nonsmoking male volunteers participated in this double-blind, two-way crossover study. The subjects were nonconsumers or low consumers of xanthine-based coffee, tea, or cola. Twice a day, at 9:00 A.M. and 9:00 P.M., during a 64-h sleep deprivation (SD) period, a 300-mg dose of SRC or placebo was given. From continuous EEG recording, vigilance and sleepiness was objectively assessed. Cognitive functions (information processing and working memory) and selective and divided attention were determined with computerized tests. Attention was measured also with the symbol cancellation task and Stroop’s test and with visual analog scales. Measurements were done during the low vigilance periods from 2:00 to 4:00 A.M. and from 2:00 to 4:00 P.M. and during the high vigilance periods from 10:00 A.M. to 12:00 P.M. and from 10:00 P.M. to 12:00 A.M. In comparison with those given the placebo, the SRC subjects were less sleepy from the onset (p = .001) to the end of SD (p < .0001). Some cognitive functions were improved until the 33rd hour of SD, others were ameliorated through all the SD period, and alertness was better from the 13th h of SD as shown by Stroop’s test (p < .05). In conclusion, a dose of 300 mg of SRC given twice daily is able to counteract the impairment of vigilance and cognitive functions produced by a 64-h SD.

Patat et al. (2000) used 600 mg of SRC during a 36-h SD period. The subjects are 12 healthy men, on average 28 years old. All subjects abstained from taking medication for 15 d before the study began. A variety of tests to assess psychomotor and cognitive functions were administered, in addition to EEG recordings, five times during the SD period. Similar to the Beaumont study (Beaumont et al., 2001), one single dose of 600 mg of SRC increased alertness, compensated for performance decrements throughout SD, and was able to reverse the deleterious effect of 36 h of SD for at least 24 h. The peak effect occurred 4 h after its intake.

Whether this means that in SD situations one high-dose, caffeinated beverage, SRC, or repeated, moderate caffeine doses should be taken is difficult to say. At any rate, in a well-rested state, a dose of 600 mg induces an awakening effect 5 h after intake. No significant effects on alertness or contentedness were reported; only calmness was influenced (Sicard et al., 1996). A single dose of 600 mg of SRC is well tolerated and its pharmacokinetics are not influenced by habitual caffeine use. In a well-rested state, however, it may disturb sleep onset and elicit a reduction in calmness. Since well-rested subjects may already be close to their optimal level of alertness, SRC in such a state may increase alertness beyond the optimum and thereby impair mood and performance. According to Sicard et al. (1996), in well-rested subjects it is sufficient to use lower SRC doses or to stick to the frequent enjoyment of regular coffee. Since SRC is designed to be used in chronic sleep-deprivation situations where fatigued subjects are more responsive to caffeine’s effects, more studies should be done with different doses.

To find out at which dose of SRC is optimal (maximum effect without side effects), Lagarde et al. (2000) compared three doses (150, 300, and 600 mg) to a placebo in 24 young people in a 32-h sleep deprivation experiment. The subjects were moderate caffeine consumers (≤3 cups/d). Wakefulness was assessed with the MSLT, questionnaires, and analog visual scales. Several aspects were measured: attention, grammatical reasoning, spatial recognition, mathematical processing, visual tracking, memory search, and a dual task. Motor activity was evaluated by actimeters. There was a significant effect of the three doses of SRC vs. placebo on vigilance and performance when subjects became tired. This was found particularly in the number of errors on the four-letter memory search task and the visual tracking task. Women appeared to be more sensitive to the lowest dose, while in men the most obvious effects were found with 300 and especially with 600 mg of caffeine. Remarkably, the effects of SRC lasted 13 h after treatment. Considering all results together, the authors concluded that the SRC doses of 300 and 600 mg were efficacious but the optimal dose for both men and women was 300 mg. SRC (300 mg) seems to be an efficient and safe substance to maintain a good level of vigilance and performance during sleep deprivation. SRC may permit
a long, good-quality wakefulness not only in laboratory situations but also in real-life, such as in jet-lag and simulated driving conditions.

**METHODOLOGICAL COMMENTS**

The foregoing studies showed that caffeine in simulated and real-life work situations is effective in counteracting sleepiness and improving performance and has almost no effect on sleep quality. The results could possibly be more salient and revealing if proper attention were paid to a number of factors: sleepiness or staying awake, total amount of caffeine, age and gender, expectancy, instruction, and placebo effects.

**AWAKE OR LESS SLEEPY**

In SD studies the subject of interest is mainly sleepiness. This is mostly done with the MSLT as the instrument and by using EEG parameters to assess the tendency to fall asleep in an objective way. In real-life situations, to remain awake and perform is of more practical concern than one’s ability to fall asleep. To assess the ability to remain awake without assistance, the maintenance of wakefulness test (MWT) is used. The MWT is a procedure that uses EEG measures to determine the ability of the subject to remain awake while sitting in a quiet, darkened room. The test consists of 20-min trials conducted four times at 2-h intervals, commencing 2 h after awakening from a night of sleep (Mitler et al., 1998). In Kelly’s 64-h SD study, 300 mg of caffeine or a placebo was given to 11 and 14 nonsmoking males who reported an average daily caffeine intake of no more than 250 mg (Kelly et al., 1997). The doses were given double-blind at 11:20 AM, 11:20 AM, 11:20 AM, and 5:20 AM. The instruments were performance tests, the MSLT, and one single MWT trial each day at 1:30 PM. Ability to go to sleep and ability to stay awake during SD appear to be affected differently by caffeine. The MSLT showed only an effect of caffeine the 1st day, but neither a group effect nor a group × day effect. The MWT showed a group effect (p < .005) and a day × group interaction (p < .03), but no day effect, since on both days the MWT showed a positive effect of caffeine on the ability to stay awake. In sum, the MSLT was sensitive to caffeine’s effects only during the first 24 h without sleep; the MWT demonstrated that caffeine improved the ability to remain awake even after two nights of SD. Performance testing may fail to detect this stimulant effect because it often happens that experimenters prevent subjects from nodding off during testing, an external support not available to subjects during the MWT and also not available in many real-world work environments. In that sense, the MWT is more ecologically valid and more practical than the MSLT. In addition, the MWT was more sensitive to stimulant amelioration of SD effects than the MSLT.

**MEASURING CAFFEINE INTAKE ASSESSMENT: UNDERREPORTING**

**Self-Report**

Most studies on caffeine and sleep have been done on young students, but there is little evidence of age differences in overall levels of consumption. Brice and Smith (2002) refer to a study done in 1989 in the U.K. in which no age-related differences were found. A study of an American sample revealed that those between 60 and 69 years of age consumed the most caffeine per day (472.3 mg), whereas those between 20 and 29 years had the lowest consumption levels (284.6 mg). It was not clear from this paper whether these figures also included caffeine from sources other than coffee. Figures from 1996 (Barone and Roberts, 1996), across a range of groups, including children, teenagers, adults, and pregnant women, showed that for the adult population in Denmark, the mean total daily intake from all products containing caffeine was on average 7.0 mg/kg; in the U.K. and U.S. intake was found to be 4 mg/kg. Per capita for the whole U.S. population was found to be
2.4 mg/kg (Mandel, 2002). For those caffeine consumers in the U.S. who are under 18 years of age, daily intake is about 1 mg/kg.

More recent figures (Brice and Smith, 2002) showed that in a student sample caffeine intake from coffee alone was 778.5 mg/week; tea, hot chocolate, soft drinks, and other products contributed an additional 386.5 mg/week. Hence, inquiring about coffee consumption as a representative measure for total caffeine intake implies underreporting of total caffeine intake by about one third (31.6%). Since sleep is affected by caffeine, especially when taken shortly before going to sleep (Snel, 1993), it should be normal practice to gather information on caffeine intake from other sources as well. Gathering reliable and valid data on caffeine consumption is essential for a correct interpretation of results. Estimates are that there is an underreporting of caffeine consumption ranging from 25 to 40% (Brown et al., 2001).

Sources of Caffeine

Daily caffeine consumption is, almost without exception, reported retrospectively, but in general screening in the laboratory is refrained from. This is rather surprising for two reasons. Most people view their coffee intake as their only source of caffeine and forget or do not know that other products, such as tea, soft and energy drinks, hot chocolate, certain food products such as cakes and candies, and over-the-counter (OTC) medications, including analgesics and cold remedies, contain caffeine as well (Brice and Smith, 2002). Data on daily caffeine intake from foods, beverages, and medications were also collected through mailed questionnaires from 481 30- to 75-year-old men and women in Ontario, Canada (Brown et al., 2001). The mean total daily caffeine intake from coffee alone, with large variances, for men 30 to 44 years old, 324 mg (4.3 mg/kg), 45 to 59 years old, 426 mg (5.7 mg/kg), and 60 to 75 years old, 359 mg (4.8 mg/kg). For women these figures were 288 mg (4.2 mg/kg), 322 mg (4.6 mg/kg), and 314 mg (4.5 mg/kg), respectively. The percentage of caffeine intake from tea in men within the three age groups was 9.0, 12.4, and 18.7% and for the women was 23.6, 23.0, and 33.8%, respectively. The caffeine intake from soft drinks, medications, and chocolate decreased over the three age groups from 16.9 to 10.9% in men; a similar decrease from 15.9 to 8.9% was seen in the women. Caffeine from medications was a stable 6 mg in men and in women averaged 9 mg. The percentage of caffeine intake from coffee, soft drinks, and tea over the three age groups in men was 72, 13, and 12%, respectively; in women these percentages were 60, 9.5, and 27%.

In the U.S., based on figures from 1996, the estimate is that coffee accounts for about three fourths of the caffeine that is consumed. Tea makes up 15%, soft drinks 10%, and chocolate about 2% (NAH, 1996). Whether these data are reliable is questionable. Among 13- to 17-year-old U.S. teenagers, information from a drug-use questionnaire on the daily intake of caffeine from only caffeinated beverages collected over a 3-d period (Bernstein et al., 2002) showed a total average daily intake of 244.4 ± 173 mg, or 3.2 ± 2.0 mg/kg/d. The figures showed that 61.8% of the total caffeine intake came from soft drinks, 34.9% from coffee, and 3.3% from tea.

Subjective and Objective Assessment

There is a large interindividual variability in the half-life of caffeine due to age-related changes in the smell and taste of caffeine (Gilmore and Murphy, 1989; Murphy and Gilmore, 1989), body weight (BW) (Goldstein et al., 1965; Abernathy et al., 1985), stage in the menstrual cycle, habitual use of caffeine, etc. Since saliva caffeine levels peak at similar times for coffee (42 ± 5 min) and cola (39 ± 5 min) but later for caffeine in capsules (67 ± 7 min; p = .004), the vehicle in which caffeine is present may have consequences for self-reporting scales and sleep parameters. Also, perceived differences in the effects of coffee vs. other caffeinated products may be due to differences in dose, time of day, added sweetener or other substances, environmental context, or chance occurrences (Liguori et al., 1997).
However, the associations between self-reporting of caffeine use and laboratory screening are confusing for a correct classification of subjects. James et al. (1989) obtained saliva samples of 142 first- and second-year medical students and tested them for caffeine and paraxanthine levels. These levels correlated 0.31 and 0.42, respectively, with self-reported consumption data. Also, in a study of 181 healthy community dwellers, estimates of caffeine intake from coffee, tea, and other sources did not correlate with plasma caffeine concentrations (Curless et al., 1993).

The summarizing conclusion from these caffeine consumption figures is that there are huge differences between men and women and different age groups. It also means that in general underestimation ranges from 33.3 to 48.4%. The implication is that among noncoffee drinkers, who are sometimes used as control subjects in coffee studies, 32.3% would have underestimated their caffeine intake by at least 100 mg, and more than 6% of the nondrinkers are misclassified by at least 300 mg. About 2% of the noncoffee drinkers ingest at least 500 mg of caffeine (Schreiber et al., 1988).

Studies on effects of caffeine may suffer from this inaccuracy in information on caffeine intake. There are many factors that play a role. Subjects may simply forget. The majority of studies gathers information exclusively on coffee use only and does that retrospectively. Also, in the literature, it is not always reported which sources of caffeine have been included. Subjects may vary in their rate of metabolism due to age, gender, habitual use, or use of other psychoactive substances as well.

**Expectancy, Instruction, and Placebo**

Nocturnal sleep quality, objectively measured, is not necessarily correlated with subjective daytime sleepiness, and caffeine studies are no exception. Johnson et al. (1990) found that nocturnal sleep was associated with objectively measured sleepiness (MSLT), but not with subjective sleepiness during daytime. Apparently, the subject’s expectancy of the efficacy of caffeine determines his or her perception of wakefulness and alertness and may explain the discrepancies found with more objective wakefulness/sleepiness measures. This discrepancy between objective sleep parameters and reported sleep or wakefulness may be a source of invalid conclusions. Caffeine treatment is often given double-blind in order not to influence the experimenter or the subject. Whether such a procedure is justifiable is questionable and may lead to spurious conclusions. Kirsch and Weixel (1988) made subjects believe that they were assigned to the caffeine condition, while in the double-blind condition, subjects knew they might receive a placebo. In both conditions only decaffeinated coffee was present. Both procedures produced different, and in some instances even opposite, effects on pulse rate, systolic blood pressure, and mood.

Christensen et al. (1990) studied the influence of expectancy on the reporting of caffeine-related symptoms in 62 undergraduates. In the expectancy condition with specific instructions on the effects of caffeine, the subjects received a cellulose-filled gelatin capsule that ostensibly was filled with caffeine; in the nonexpectancy condition, this was a placebo. The subjects in the expectancy group reported higher alertness and more caffeine-related symptoms (all $p < .05$) and 90% of them remembered the instructions, compared with 50% among the nonexpectancy group. To discern the pharmacological and expectancy effects of caffeine, a balanced placebo design was used with 100 male psychology students between 18 and 35 years of age who were daily coffee drinkers (1 to 4 cups/d) (Lotshaw et al., 1996). The aim was to separate the active effects of caffeine from the expectancy to have consumed caffeine on mood, performance, and physiological measures. The four conditions concerned caffeinated/decaffeinated coffee. The subjects were told that they would get drug/receive drug; get drug/receive placebo; get placebo/receive drug; or get placebo/receive placebo. After a caffeine abstinence night, the manipulation of expectancies was highly effective on subjects’ judgments of caffeine dosage, regardless of actual caffeine content (always 150 mg). Expectancy set and caffeine content were equally powerful and worked additively to affect the subjects’ ratings of how much the coffee influenced their mood and performance (digit symbol and trail making). Main effects on blood pressure, pulse rate, and fatigue (POMS), however, were found
only in those actually given caffeine, but not in those given no caffeine. An almost identical study was done by Mikalsen et al. (2001). They investigated whether administration of stimuli associated with caffeine elicited conditioned arousal and whether information that a drink contained or did not contain 2 mg/kg of caffeine modulated arousal. The conclusions roughly confirmed those of Lotshaw et al. (1996) that stimuli associated with caffeine increased arousal while information about the content of the drink modulated arousal in the direction indicated by the information. Placebo effects were strongest when both conditioned responses and expectancy-based responses acted in the same direction (Mikalsen et al., 2001). In conclusion, the way in which subjects are informed on aspects concerning the influence of caffeine or whether they think caffeine is at play may determine the experimental outcome.

Withdrawal Effects

Withdrawal effects from regular caffeine consumption is a continuously controversial subject in research on caffeine. The “syndrome” starts, on average, after 12 to 24 h of abstinence and has a peak between 20 and 48 h; it may result in several symptoms, including headaches, irritation, lethargy, anxiety, etc. (Dews et al., 2002); and it may start after a relatively short-term exposure from 6 to 15 d with doses ≥ 600 mg/d. It is puzzling that symptoms have been reported following low amounts of caffeine intake, as well as excess caffeine, and that the prevalence of symptoms reported in different studies covers a range from 11 to 100%. In a 1988 review (Griffiths and Woodson, 1988) only one of eight studies published before 1943 mentioned headache. Since the attention of researchers fell on severe headache upon withdrawal, from this time on reports of headache upon withdrawal became more frequent (Dews et al., 2002). Such complaints are given attention because of the ambivalent attitude to coffee in our culture. Since withdrawal effects may interact with the effects of caffeine treatment, in experiments that have the objective of assessing the effects of caffeine treatment, no instructions should be given concerning abstinence from caffeine before the experiment.

One might expect that in high-level caffeine consumers a change to abstinence would precipitate severe withdrawal symptoms. This need not to be the case, as the following study shows. In Guatemala, the sixth largest producer of coffee, coffee is one of the first drinks given to infants after breast milk. The average caffeine intake of Guatemalan infants is 9 mg/kg/d, which is three times the intake of American adults and over six times the intake of Americans 2 to 17 years of age (Engle et al., 1999). After a sudden change to a caffeine-free diet, followed by a period of 5 months without caffeine, no significant effect of a coffee substitute was found on behavior. As for sleep, the no-coffee group slept 0.4 h more during the night (9.9 vs. 10.3) and 0.5 h longer overall (night plus naps; 10.8 vs. 11.3 h) than children in the coffee group. No differences were found in sleep difficulty or times waking at night. In sum, the minor changes due to an abrupt change of heavy coffee use in 12- to 24-month-old infants may point to an attitude toward coffee that is quite different from that in countries where coffee is appreciated heavily for its flavor and taste but is suspected of having adverse effects on health.

Depending on the state of the consumer, caffeine may have effects contrary to the caffeine withdrawal syndrome in habitual drinkers. The hypnic “alarm clock” headache syndrome, a moderately severe, enduring headache at a consistent time of the night, has been reported by Dodick et al. (1998). This syndrome is a relatively rare, sleep-related, benign headache disorder; those with the syndrome are awakened regularly during sleep by a short-lasting headache. The physiological mechanism of hypnic headache is unknown, although the hypothesis is that it is a perturbation of the chronobiologic rhythms. Characteristically, patients awaken at a consistent time, usually between 1:00 and 3:00 A.M., the time of night just before the trough in the circadian arousal rhythm. Successful prophylaxis can be found by taking coffee by bedtime; if a hypnic headache occurs, a cup of coffee or a caffeine-containing medication may abort a single episode successfully and promote a good sleep (Dodick et al., 1998).
Blaming Coffee, the Placebo Effect

Health complaints, bad mood, and hampered functioning are often attributed to coffee, and also to the lack of coffee. In 8 out of 14 placebo nights, eight subjects estimated their average caffeine intake before bedtime as 275 mg (Mullin et al., 1933). On two of these eight placebo nights, subjects experienced extreme restlessness, which was blamed on a caffeine intake of up to 390 mg. Similar placebo effects were found (Levenson and Bick, 1977) on the auditory threshold. A similar phenomenon is the attribution of health complaints to coffee use. Such a “reverse placebo effect” was found in a study done by Goldstein (1964). When the subjects were told that caffeine was given 30 min before going to bed, wakefulness was minimal. Yet, identical amounts of caffeine, blindly offered, caused more wakefulness. The absence of that part of the effects that is caused by the placebo may be found when subjects are not aware that caffeine is involved. Being aware of having received a substance could be sufficient to induce a placebo effect, but this effect might be absent in those more accustomed to receiving or taking medication. Twelve patients with a history of sleeping problems who routinely received daily medication were studied in a nursing home (Ginsburg and Weintraub, 1976). Treatment with a placebo or 48, 138, or 228 mg of caffeine did not alter sleep, as rated by the nursing staff. Even more surprising was the fact that three patients improved their sleep length after the 138-mg dose. Although this result may give the impression that caffeine may be beneficial to sleep in subjects who are not aware of receiving caffeine and are accustomed to taking medication as a daily routine, in such a situation effects of interactions with other drugs on sleep and alertness cannot be ruled out. Nevertheless, the suggestion is strong that if the objective is to determine the pharmacological effects of caffeine alone it should be given covertly.

DISCUSSION AND CONCLUSION

The objective of this chapter was to focus on the effects of caffeine on sleep and wakefulness as presented in the literature from the past 10 years.

Remarkably, the major part of the research concerned the role of caffeine in naturalistic or simulated work situations. This development in scientific interest follows the change in working situations in our 24-h economy, which now include a large variety of flex-, irregular, and temporary work.

Also, the nature of the research has changed. Caffeine is seen more as an aid to regulate sleep quality than as a substance that disturbs sleep and counters sleepiness. Consistent with this change is the fact that the subject of research has moved from sleepiness or the ability to fall asleep to wakefulness. The ability to remain awake over a long time is of vital importance in work situations that induce partial or total sleep deprivation. Hence, the use of slow-release caffeine, especially in long sleep deprivation periods, is a promising development because of its long efficacy and the almost complete absence of side effects.

The striking feature of the studies done on caffeine in real-life situations is that caffeine has only a few negative effects, which may be explained by the ambivalent attitude to coffee that exists in our culture. In spite of that, in everyday working situations, those who enjoy coffee or other caffeinated beverages have learned to use caffeine in such a way that their functioning and sleep quality benefit from it.

The combination of caffeine and bright light and slow-release caffeine are promising developments and could possibly be implemented in certain working situations that by their nature induce sleep deprivation. Since in such conditions to remain awake is more relevant than combating falling asleep, these opportunities should be preferred over the combination of caffeine and napping.

In addition, more attention should be paid to differences in effects of caffeine on sleep and wakefulness due to age and gender. It is well known that general metabolism and the sleep–wake pattern in the very young and the aged differ from those in the adult and middle-aged. Nevertheless,
hardly any attempt has been made to assess the role of gender and lifestyle of the different age-
groups in the effects of caffeine on sleep. Most studies are still done in young adults, mostly students.

One factor is a bias in gathering information and reporting on caffeine use; most studies focus
exclusively on coffee use. There are only a few studies that include consumption of tea, and hardly
any that gather information on chocolate, energized soft drinks, and OTC medication. Medications,
although their absolute caffeine content is low, might be important for sleep quality and wakeful-
ness, most notably in middle-aged and elderly people who use medications shortly before going
to bed. The consequence might be that sleep complaints are erroneously attributed to coffee and
may possibly be exaggerated due to the existing ambivalent attitude toward coffee (Knibbe and
De Haan, 1998).

Differences in sensitivity to caffeine may contribute to differences in outcome and are hardly
mentioned in the recent research. Fredholm et al. (1999) reported that for the same amount of
caffeine ingested, the plasma concentration of methylxanthine can vary among individuals by a
factor of 15.9. Mandel (2002) reported on studies that found that a consumption of up to about 6
cups/d resulted in plasma caffeine levels of 2 to 6 μg/l. It is hardly conceivable that such large
differences would have no effect on sleep quality and functioning. Also, there is no explanation
yet for the evidence that the effects of caffeine are different for those who complain of a bad sleep
and for those who enjoy a good sleep or should be different for those who consume hardly any
caffeine or are excessive users. Also, the effects of the diurnal pattern of coffee drinking on sleep
and waking are not clear, not to mention the influence of interindividual differences such as genetic
factors, personality, cultural influences, socioeconomic status, and certain aspects of behavior, such
as physical exercise and diet.

Since caffeine is taken often for divergent reasons, positive as well as negative, coffee use could
be associated with a complex of factors, positive (good quality of life, success) or negative (stress,
tension, ill health), and these factors that may affect sleep more strongly than caffeine itself
(Fredholm et al., 1999). The effects of caffeine on sleep and wakefulness should be evaluated for
the influence of these factors.

Other factors, alone or in combination, are situational or contextual factors that go together
with coffee consumption (Lee, 1992b). Coffee drinking is more than taking caffeine. Coffee use
is embedded in a context of rituals, conviviality, social activity, and enjoyment of aroma, taste, and
warmth, which form a “gestalt” that could be part of a specific lifestyle. Consequently, depriving
people of this gestalt, as is done in most caffeine deprivation studies, will result in worsened sleep,
bad mood, and impaired performance (Lane and Phillips-Bute, 1998). To view coffee drinking as
gestalt may offer an alternative explanation for the so-called withdrawal effects of caffeine
depression, which in fact could be abstinence of all aspects associated with the joy of coffee
drinking. Thus, in real-life work situations slow-release caffeine may not be accepted in spite of
its obvious advantages over the frequent consumption of coffee.

Caffeine might be considered a stimulant of choice, since it is universally available in different
beverages that suit one’s taste. It is legal, socially accepted, and has hardly any side effects or abuse
potential. It depends on the context whether caffeine is used predominantly to stay awake and alert
or whether it is used for social, relaxation, and pleasure reasons, or for all these reasons together.
In the former case, one could consider using slow-release caffeine since it has a proven long-term
efficacy; in the second case, a good cup of coffee would be preferable; while in the third case, two
cups of coffee might suffice.
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INTRODUCTION

The biobehavioral effects of caffeine on psychological functioning and behavior are mediated by underlying genetic mechanisms and their neurophysiological expressions. Primarily by blocking adenosine $A_{2A}$ receptors, caffeine affects cognitive and psychomotor functions and mood states. A multidimensional, biobehavioral arousal model explains a number of these effects. The drug tends to decrease reaction times and improve vigilance performance, though its effects on memory are poorly understood. Caffeine increases alertness, the psychological representation of physiological arousal, and, in low-to-moderate doses, increases positive mood states. High doses can produce negative affect, but there is considerable individual variability in caffeine sensitivity, based on
genetic predispositions and prior experience. Available statistics suggest that caffeine dependence and abuse may be quite widespread, in some cases producing caffeine intoxication (caffeinism) and exacerbating some anxiety disorders. Caffeine effects are also seen in depression, schizophrenia, eating disorders, attention deficit hyperactivity disorder (ADHD), and restless legs syndrome (RLS).

Caffeine has been shown to affect several aspects of psychological and related physiological functioning. We will begin by considering the genetic and neural mechanisms that underlie the biobehavioral effects of caffeine, then address specific areas of psychological functioning that are affected, including cognition, mood state, anxiety disorders, caffeine intoxication (caffeinism), other psychiatric disorders, psychopharmacological treatment, and pain perception. Both beneficial and detrimental effects of both acute and chronic caffeine ingestion are considered.

GENETIC AND NEUROPHYSIOLOGICAL SUBSTRATES

The behavioral effects of caffeine are strongly influenced by genetic mechanisms and their neurophysiological expressions. Both the extent of habitual caffeine consumption and the magnitude of responses to single doses appear to be subject to a hereditary predisposition (Carrillo et al., 1998). The effect likely occurs through cytochrome P450 CYP1A2, which is involved in caffeine metabolism. It is governed principally by genetic mechanisms, with a heritability estimate of 0.725 (Rasmussen et al., 2002). The genetic predisposition is expressed, at least in part, as the bimodally distributed ability to acetylate molecules possessing an amino functional group. The principal direct genetic effect is likely on the adenosine $A_{2A}$ receptors, which are inhibited by caffeine (Lindskog et al., 2002). These receptors are found in the kidneys, digestive system, bronchial tree, heart and peripheral vasculature, and in the brain.

In the brain, adenosine acts as a neurotransmitter. It is synthesized in glial cells and neurons, and its release into extracellular space is enhanced during states of fatigue and sleep (Adrien, 2001). The adenosine $A_{2A}$ receptors act, in part, by inhibiting the N-methyl-D-aspartate (NMDA) component of excitatory synaptic currents (Gerevich et al., 2002), and the neural distribution of these receptors suggests some probable sites of action of caffeine in the brain. Included are the striatum and medulla, as well as portions of the basal forebrain, the mesopontine area, and the sleep-regulating preoptic nucleus of the hypothalamus (Boros et al., 2002). The nucleus acubens (Solinis et al., 2002) and the lateral amygdala (Svenningsson et al., 1999) may also be involved. Caffeine probably produces its stimulatory effect, in part, by blocking the $A_{2A}$ receptors that activate the GABAergic neurons populating the inhibitory tracts to the striatal dopaminergic reward system (Daly and Fredholm, 1998). The neural distribution of adenosine receptors is also consistent with the apparent neuroprotective effects of caffeine in Parkinson’s disease (Chen et al., 2001), where it may act to prevent dopamine deficits, and in Alzheimer’s disease (Maia and de Mendonca, 2002).

A THEORETICAL MODEL OF AROUSAL AND CAFFEINE

The neural inhibitory action of caffeine on adenosine receptor substrates has numerous downstream effects on psychological functioning and behavior. We have cast these varied effects within the context of a set of theoretical models. The most encompassing of these models is dual-interaction theory, which postulates that both physiological functioning and behavior are ultimately products of the characteristics of the person, the situational context, and the interaction of these two determinants (Smith et al., 1999, 2002; Mann et al., 2002). Our multidimensional model of the arousal component of the dual-interaction theory postulates that biological and environmental background factors contribute separately and interactively to both chronic and acute arousal. Chronic exposure to an arousal agent, such as caffeine, contributes to arousal traits and thereby affects arousal states, while acute exposure contributes directly to the current arousal state. Both traits and states are multidimensional, and there are three broad dimensions of trait arousal: intensity,
type (emotional or general), and individual differences. Arousal traits and states then contribute separately and interactively to current physiological functioning and to behavior. We have elsewhere outlined four general theoretical principles and five specific hypotheses that deal with the effects of caffeine (Smith et al., 1999), and these have received support from our own work and that of others (Quinlan et al., 2000; Smith et al., 2000, 2001; Wilken et al., 2000).

COGNITION AND PERFORMANCE

The alerting properties of caffeine and its possible beneficial effects on motor and cognitive performance have long been touted. Legend has it, in fact, that an observant goatherd named Kaldi discovered coffee in Ethiopia somewhere between about 300 and 800 A.D. (Smith et al., 2002). He noticed that his goats did not sleep at night after eating coffee berries. He took the berries to a local abbot, who brewed the first batch of coffee, noting its effects on arousal and cognition. While we do not know whether the Kaldi story is fact or fable, the effects of caffeine on cognitive and motor performance have certainly long been noted. In what follows, we briefly review the effects of both acute and habitual caffeine consumption on a number of psychomotor and cognitive functions.

PSYCHOMOTOR FUNCTIONS

Research has demonstrated that caffeine often decreases both simple and choice reaction times (RTs). These effects have been seen in the evening (Babkoff et al., 2002), in elderly people (Bryant et al., 1998), at normal room temperatures but not at unusually low temperatures (Kruk et al., 2001), and across a variety of tasks, conditions, and groups (Durlach, 1998; Smit and Rogers, 2000). There are, however, contrary findings, showing no effect at higher dosage levels (Roache and Griffiths, 1987), in elderly participants (Swift and Tiplady, 1988), or in self-paced RT tasks, particularly when there has been no prior sleep deprivation (Ruijter et al., 2000). In fact, one recent study demonstrated a reversal, in which caffeine actually increased RT (Hespel et al., 2002). The variability in results appears to reflect differences in groups, tasks, dosage levels, and amount of sleep deprivation, and more research will be required if these are to be fully addressed.

VIGILANCE

Studies of vigilance and sustained attention have been more consistent, typically showing that caffeine improves these forms of cognitive performance. On prolonged vigilance tasks, subjects display improved performance levels (Loke and Meliska, 1984; Linde, 1994; Stein et al., 1996; Lin et al., 1997; Rogers and Dernoncourt, 1998; Rees et al., 1999; Gilbert et al., 2000; Beaumont et al., 2001; Van Dongen et al., 2001). Some work suggests that 300 mg of caffeine improves vigilance performance (Gilbert et al., 2000), while 600 mg produces no further increment (Lagarde et al., 2000), and improvements in this dosage range may be greater in older than in younger groups (Rees et al., 1999). The latter study employed a newer, slow-release caffeine preparation that may prove useful in certain work settings (Sicard et al., 1996). Positive effects have also been seen at lower doses. Lieberman et al. (1987), for example, have shown that even 32 mg can increase the number of correct hits in a vigilance task without affecting error rate. Further studies show caffeine-induced increments even on brief tasks (Temple et al., 2000) and demonstrate that caffeine deprivation impairs performance in regular users (Lane and Phillips-Bute, 1998).

Although some earlier work suggested that caffeine had negative effects on cognitive functioning in children, more recent work fails to support this view (Stein et al., 1996). Kupietz and Winsberg (1977) found that some children exhibit improved functioning in both auditory vigilance and sustained attention tasks. The beneficial effects of caffeine have also been seen in adolescents (Tynjala et al., 1997), and Loke (1988) found that moderate doses of the drug (200 mg) decrease self-reported feelings of boredom, possibly providing a partial explanation for the positive effects
on vigilance and sustained-attention tasks. These same results were seen in a population of middle-aged subjects (Landolt et al., 1996). In fact, a reviewer a few years ago noted an improvement in vigilance performance in 14 of 17 studies of adolescents (Koelega, 1993). A few studies have found no caffeine effect (Loke and Meliska, 1984; Linde 1995) or mixed effects (Lieberman et al., 1987; Smith, 1994), but a vast majority are positive.

Despite quite consistent findings, the mechanism of the caffeine effect on vigilance performance remains somewhat elusive. The dominant attribution, however, has been to the increased arousal level produced by the drug (Lieberman et al., 1987; Akerstedt and Ficca, 1997; Giam, 1997; Kelly et al., 1997; Smith et al., 1999). It appears that the effect of caffeine is to increase processing speed, rather than reducing distraction or affecting output (Lorist and Snel, 1997; Streufert et al., 1997; Smith et al., 2001; Smith, 2002). Consistent with this conclusion is the observation that the size of the arousal increment greatly influences performance (Brown et al., 1995; Landolt et al., 1996; Smith et al., 1999), which tracks dosage up to a point. However, it also appears that further increases in dose beyond that may actually cause performance to asymptote or deteriorate. Indeed, some studies have shown that either large doses of caffeine or the combination of caffeine and environmental stressors can reverse the positive effects of caffeine on performance (Frewer and Lader, 1991; Smith, et al., 1991). Smith et al. (1999) have hypothesized that these findings further support the theoretical inverted U-shaped arousal function.

**Selective Attention**

Caffeine also enhances performance on selective attention tasks (Lorist et al., 1995; Warburton, 1995). For example, Lorist and Snel (1997) report improved response times with 3 mg/kg caffeine, with no decrease in accuracy. Other studies have shown that the drug improves performance on divided attention tasks (Pons et al., 1988) and increases the ability to self-focus (Debrah et al., 1996). Studies involving evoked potential responses have isolated the P300 component of the electroencephalogram (EEG) as a measure of visual or auditory attention, demonstrating that large P300 waves are associated with more intensive attention (Lorist et al., 1995; Wijers et al., 1997). Using the oddball paradigm, in which subjects attend to a stimulus in an effort to notice any change in that stimulus, researchers have shown that the drug increases the size of the P300 component, evidence that caffeine can enhance attention (Kenemans and Lorist, 1995; Kawamura et al., 1996).

**Memory**

Far less consistent are studies of the effects of caffeine on memory. Some investigators have shown enhanced performance on delayed recall (Warburton, 1995), recognition memory (Bowyer et al., 1983), semantic memory (Oborne and Rogers, 1983), working memory (Sawyer et al., 1982), and verbal memory tasks (Jarvis, 1993). Other work has demonstrated improved performance on short-and long-term memory retrieval and on encoding efficiency (Riedel et al., 1995; Smith et al., 1999). Additional investigators have reported increases in memory performance on both easy (Anderson and Revelle, 1983) and difficult (Loke, 1988) memory tasks and with both lower and higher doses following exercise (Hogervorst et al., 1999). Finally, caffeine counteracts the detrimental effects of aging on general memory performance (Riedel and Jolles, 1996) and reduces performance decrements over the course of the day in older subjects (Ryan et al., 2002).

Despite these findings, many studies have failed to demonstrate the positive effects of caffeine on memory. In some studies, caffeine has had no effect on immediate (Arnold et al., 1987; Landrum et al., 1988; Smith, 1994; Linde, 1995; Warburton, 1995) or delayed (Loke et al., 1985) recall or on short-term memory (Clubbey et al., 1979; Hindmarsh et al., 1998; Lieberman, 1988), long-term memory (Lieberman, 1988), verbal learning (Clubbey et al., 1979; File et al., 1982; Herz, 1999), working memory (Smith et al., 1999), implicit or incidental memory (Turner, 1993), verbal or nonverbal memory (Warburton et al., 2001), or spatial learning (Battig et al., 1984). Indeed, caffeine...
has even been shown to decrease immediate or delayed word list recall under some circumstances (Loke et al., 1985; Terry and Pifer, 1986; Roache and Griffiths, 1987; Lieberman, 1988; Loke, 1988).

The discrepancies among memory studies are difficult to explain because the studies vary from one to another in memory assessment method, time frame (immediate vs. delayed), sex of subjects, and age of subjects. One possible explanation lies in the inverted U-shaped arousal-performance function (Smith et al., 1999). Supporting this conceptualization, Anderson and Revelle (1983), for example, reported that caffeine enhanced performance on low-load memory tasks and impaired it on high-load tasks. Similarly, a study in our laboratories showed that arousal increments produced by novel stimuli and white noise improved performance on a backward recall task, while the further addition of caffeine-induced arousal decreased performance (Davidson and Smith, 1991). Kaplan et al. (1997) found that low doses enhanced working memory performance, while higher doses decreased it.

**EFFECTS OF CAFFEINE ON MOOD**

Research on the mood effects of caffeine is complicated by differing definitions of mood, variations in drug dose, prior caffeine deprivation conditions, habitual caffeine usage levels of participants, and individual differences in caffeine sensitivity. The terminology and methodology used in defining mood states varies considerably from one laboratory to another. Some have used such formal definitions as those provided by the Profile of Mood States (POMS; Lorr and Wunderlich, 1998), the Activation-Deactivation Adjective Check List (Thayer, 1978), or the Positive Affect Negative Affect Schedule (PANAS; Watson et al., 1988). Others have employed Likert scales assessing a variety of mood terms (e.g., happy, sad, depressed, anxious, pleasant, calm, contented), and still others have used a set of factor analytic dimensions (Smit and Rogers, 2002) that accord with those proposed by Thayer (1978). They include Energetic Arousal, defined by such adjectives as “active,” “elated,” “enthusiastic,” and “excited”; Hedonic Tone (pleasantness, high positive affect); and Tense Arousal, defined by such descriptors as “tense,” “distressed,” and “jittery.” Despite the variability in mood definitions, research has provided a fairly consistent picture of the effects of caffeine on mood state.

**Alertness**

It can be argued that the “purest” or most basic psychological effect of caffeine is an increase in feelings of alertness produced by the arousing effects of the drug as it blocks adenosine receptor action. In effect, the physiological state of arousal produces the psychological state of alertness. While some might argue that alertness is not, strictly speaking, a mood state, it certainly is a psychological state, and increases in alertness are among the most consistent effects of caffeine (Leathwood and Pollet, 1982–1983; Warburton, 1995; Hindmarch et al., 1998; Kamimori et al., 2000). Although it does occur under normal waking conditions, the effect of caffeine on alertness is more pronounced under low arousal conditions, as may occur early in the morning (Smith et al., 1992) or at night (Smith et al., 1993) and following sleep deprivation (Brauer et al., 1994). More generally, the drug may have greater alerting effects in fatigued subjects (Rusted and Yeomans, 2002) and under demanding performance conditions (Rusted, 1999).

**Positive Mood States**

In low to moderate doses, caffeine has been quite consistently shown to increase positive affect. Reflecting the varied definitions of positive affect in the literature, the drug has been found to increase feelings of well-being (Smith et al., 1991; Schuh and Griffiths, 1997), calmness (Yeomans et al., 2002), contentedness (Mikalsen et al., 2001), energetic arousal (Liguori et al., 1997; Quinlan et al., 1997, 2000; Robelin and Rogers, 1998; Herz, 1999; Smit and Rogers, 2000; Lieberman,
2001), and hedonic tone (Liguori et al., 1997; Quinlan et al., 1997, 2000) and to decrease uncertainty
(Yeomans et al., 2002). Further evidence comes from studies showing decreases in feelings of
friendliness (Jones et al., 2002), energetic arousal (Robelia and Rogers, 1998; Evans and Griffiths,
1999), and hedonic tone (Phillips-Bute and Lane, 1997; Evans and Griffiths, 1999) when regular
users are deprived of caffeine.

COMPLICATIONS AND CAVEATS

Although numerous studies support the positive effects of caffeine on mood, high doses of the drug
can produce negative mood state effects. Studies suggest that caffeine in high doses increases
anxiety (Green and Suls, 1996; Sicard et al., 1996), tense arousal (Penetar et al., 1993), and negative
mood state more generally (Silverman and Griffiths, 1992; Brauer et al., 1994; Liguori et al., 1997).
Reports of negative affect at high doses are further supported by multiple-dose studies showing an
inverted U-shaped relationship, in which positive affect shows a small dose-response relationship
up to a point, with further dosage increases producing more negative mood states (Quinlan et al.,
2000). This observation is consistent with our multidimensional arousal model (Smith et al., 1999;
Mann et al., 2002).

If some doses of caffeine produce positive and others negative moods, one obvious issue is the
dosage at which the change takes place. Lieberman (1992) suggested that positive effects appear
to occur up to about 300 mg, then negative effects above that. This estimate of the peak of the
inverted-U function would appear to be quite reasonable for the average study participant. However,
other research points to substantial individual differences in caffeine sensitivity (Silverman and
Griffiths, 1992; Mumford et al., 1994) and therefore in the response to a given dose of the drug.
One study, for example, showed that subjects who chose to receive a high dose of caffeine reported
an increase in positive affect, whereas those who chose not to receive the caffeine reported negative
mood changes when the drug was administered (Stern et al., 1989). Anecdotally, participants in
our laboratory occasionally refuse consent because they believe they are highly sensitive to caffeine.
These individual differences in responses to the drug may well reflect the genetic underpinnings
of caffeine sensitivity and preference noted above. In addition, personal history of caffeine con-
sumption may influence current responses to the drug.

Overall, it appears that low doses of caffeine tend to improve mood states and that high doses
are associated with negative affective change. Mood alteration in either direction may be influenced
by the individual’s arousal state at the time of drug administration, with lower preexisting arousal
levels yielding larger drug effects. If the dose is “moderate” (with doses somewhat variable from
study to study), individual differences in caffeine sensitivity very likely play a more substantial
role in determining the positive or negative mood effects of the drug.

CAFFEINE ABUSE AND DEPENDENCE

As the most widely used psychoactive drug in the world, caffeine has considerable potential for
abuse. Its adenosine receptor-mediated effects on the central nervous system serve to establish it
as potentially addictive (Gilliland and Bullock, 1984; Nehlig, 1999; Griffiths and Chausmer, 2000),
and the well-documented behavioral reinforcing properties of the drug further increase that prob-
ability (Griffiths and Chausmer, 2000). Caffeine displays both positive reinforcing characteristics,
exemplified by the temporary enhancement of cognitive performance (Ryan et al., 2002), and
negative reinforcing attributes, seen in its ability to relieve withdrawal symptoms (Bernstein et al.,
2002). Both the powerful stimulant properties of caffeine and its abuse potential have peaked the
interest of many scientists and led to the conduct of extensive research focused on the role of the
drug in physiology and behavior, including that involved in psychopathology. As one indication of
this escalating empirical effort, a search of Medline reveals a total of 1094 publications between
comparison, this latter number is higher than those for marijuana (2704), amphetamine (5683), or heroin (2991).

**CAFFEINE DEPENDENCE**

In the *Diagnostic and Statistical Manual of Mental Disorders — Fourth Edition* (DSM-IV; American Psychiatric Association, 1994), a diagnosis of substance abuse includes substance-related occupational, interpersonal, social, and psychological consequences. Dependence criteria include tolerance, withdrawal, a strong desire or unsuccessful attempt to stop usage, spending a great deal of time with the drug, using more than intended, use despite knowledge of harm, and foregoing other activities to use. The *International Classification of Diseases — Tenth Revision* (ICD-10; World Health Organization, 1992) uses the term *harmful use* instead of *abuse* and classifies it as a pattern of use that is health-damaging. Its dependence criteria overlap with those in the DSM-IV but also include a “compulsive use” criterion. Despite these formal definitions of the terms *abuse* and *dependence*, the terms are often used interchangeably in the literature (Griffiths et al., 1996; Holtzman, 1990).

**EPIDEMIOLOGY**

Though firm prevalence rates have yet to be established, caffeine dependence has been examined by measuring the endorsement of the DSM-IV dependence criteria (Hughes et al., 1992, 1998; Strain et al., 1994). Hughes et al. (1998) tested 162 random caffeine users and found that the most commonly endorsed criterion was a strong desire or unsuccessful attempt to stop usage. Another investigation employed a structured clinical interview based on the dependence criteria in the DSM and tailored specifically for caffeine (Strain et al., 1994). Results showed that the most frequently endorsed dependence criteria were the presence of withdrawal symptoms and continued use despite psychological or physiological harm. A third study recently investigated the presence of caffeine dependence in a small sample of teenagers. Using the Diagnostic Interview Scale for Children, with substance dependence criteria modified for caffeine use, it was found that withdrawal criteria were met by 77.8% of those consuming caffeine and tolerance criteria by 41.7% of respondents (Bernstein et al., 2002). Based on these and other studies, current estimates suggest prevalence rates ranging from 9 to 30% in caffeine consumers (Griffiths and Chausmer, 2000).

Given these prevalence rates, consider that about 80% of U.S. adults consume an average of 4.2 mg/kg/day of caffeine, equivalent to about four cups of coffee (Denaro et al., 1990), and many consume more than 15 mg/kg/day (Mandel, 2002). Even if the entire population, including non-coffee drinkers, is taken into account, average daily consumption is estimated to be 2.4 mg/kg/day (Chou, 1992; Mandel, 2002). Moreover, even when consumed in moderate amounts, the drug has a half-life of 4 to 5 h (Kaplan et al., 1997). These statistics suggest that there may be a very large number of caffeine-dependent users (Mandel, 2002).

Further evidence comes from the documentation of caffeine abuse in selected populations, including athletes and inpatients. Both professional and amateur athletes frequently consume caffeine, sometimes to the point of abuse, in order to take competitive advantage of its stimulating properties. Among a large sample of Canadian teenagers, for instance, 27% admitted to consuming caffeine to improve their performance in various sports (Melia et al., 1996). Although the drug does tend to enhance performance, particularly during endurance events, deleterious effects, such as precompetition anxiety and psychological dependence, may also be experienced by these athletes as a result of caffeine abuse (Sinclair and Geiger, 2000). In addition to athletes, caffeine abuse in clinical populations has been studied. In a sample of 60 hospital inpatients, MacKay and Rollins (1989) found that 47% consumed more than 750 mg of caffeine per day. It is likely that these patients, if queried, would endorse the diagnostic criteria for a caffeine-related disorder. Though those in an inpatient population may present themselves to a mental health provider complaining
primarily of anxiety and depressive symptomatology, these patients often also consume excessive amounts of caffeine (Greden et al., 1978; Rihs et al., 1996).

**Caffeine Intoxication**

Caffeine intoxication is a syndrome involving psychological and physical distress caused by chronic or acute overconsumption of caffeine, usually in excess of 500 to 600 mg daily (James and Stirling, 1983). It is included in DSM-IV and ICD-10 and appeared in earlier editions of these nomenclatures as *caffeinism*, a term still used in the literature. The syndrome is often manifested by such somatic complaints as diuresis, tachycardia, and tremulousness, as well as by anxiety (Kendler and Prescott, 1999). Thus, the central nervous system, gastrointestinal system, and cardiovascular system are all affected by excessive caffeine consumption. Caffeinism may be related to an addiction to other licit substances, such as nicotine and alcohol, and to lower academic performance (Bradley and Petree, 1990; Kozlowski et al., 1993).

There is limited research on the treatments available for those with caffeinism. Fox and Rubinoff (1979) used a behavioral method involving self-monitoring and rewards to decrease daily caffeine intake. Baseline data were collected on three coffee drinkers suffering from caffeinism. Participants then switched from brewed to instant coffee, thereby gradually decreasing the amount of caffeine consumed. Treatment goals (decrease baseline level to 600 mg) were developed, and participants then invested $20 in the treatment, with portions of this deposit returned if progress occurred. This behavioral approach was successful in decreasing coffee-drinking behavior by 69%, and an average 67% reduction was maintained at a 10-month follow-up. In a similar treatment, focused on the reduction of caffeine intake to a safe level, James and Stirling (1983) also found significant reductions in caffeine use in a sample of 27 excessive users. Thus, there is some evidence that caffeinism can be effectively treated.

**Caffeine and Anxiety Disorders**

A substantial body of research has linked caffeine use to anxiety disorders. In fact, evidence suggests that caffeine is not only a contributing factor in anxiety and the anxiety disorders but can also precipitate the onset and exacerbate the symptoms of some of these disorders. Research in this area has centered on panic disorder (PD) and generalized anxiety disorder (GAD), but obsessive-compulsive disorder (OCD), social phobia, and post-traumatic stress disorder (PTSD) have also been addressed. Patients diagnosed with GAD or PD are negatively affected by caffeine. They show hypersensitivity to the drug (Boulenger et al., 1984; Bruce et al., 1992) and exhibit improvement in anxiety symptoms when they abstain from consuming this powerful stimulant (Bruce and Lader, 1989; Bruce et al., 1992). Self-ratings of anxiety also increase in PD patients when caffeine is consumed, and the drug can even trigger panic attacks (Charney et al., 1985; Lee et al., 1988; Bruce, 1990).

Caffeine consumption also impacts other anxiety disorders. Those diagnosed with social phobia also have a hypersensitivity to caffeine, though to a lesser extent than is the case for GAD and PD patients (Nutt et al., 1998; den Boer, 2000). Other studies show that caffeine abuse is common in OCD patients with comorbid major depressive disorder (Perugi et al., 1997). Some evidence suggests that the drug may be involved in the pathogenesis of PTSD (Iancu et al., 1996). In fact, some have proposed that the use of decaffeinated coffee in military settings could reduce the prevalence of anxiety reactions and perhaps of PTSD itself (Iancu et al., 1996). A further indication is the finding of Solursh and Solursh (1994) that reduction in caffeine use results in improvement of sexual functioning in some Vietnam combat veterans diagnosed with chronic PTSD.

A final note on the role of caffeine in anxiety disorders concerns the currency of the available studies. It is notable that most of the studies done to date appear in literature prior to 1990. This earlier literature provides the basic information that caffeine affects patients with anxiety disorders,
but much more work is needed to determine the exact nature and extent of that impact. Additional
studies in this area would certainly be welcome.

THE ROLE OF CAFFEINE IN OTHER DISORDERS

Caffeine has also been implicated in a number of other disorders, including depression, schizo-
phrenia, bipolar disorder, eating disorders, ADHD in children, and restless legs syndrome. In
depressive patients, caffeine is often used as a self-medication against the depressive mood state,
including that seen in seasonal affective disorder (Krauchi et al., 1997; Abbott and Fraser, 1998).
Its use is also higher in both clinically depressed patients and adolescents who report a high number
of depressive symptoms (Leibenluft et al., 1993; Worthington et al., 1996; Bernstein et al., 2002).
One unfortunate side effect of such self-medication with caffeine is that it exacerbates insomnia
and parasomnias in many depressed patients, thereby further decreasing quality of life (Neylan,
1995). Thus, any short-term stimulant relief that depressed patients might receive from the use of
caffeine may be outweighed by its deleterious effects.

Schizophrenia is also associated with the high levels of caffeine use (Donnelly et al., 1996;
Van Ammers et al., 1997). Evidence concerning actual amounts of caffeine intake in this population
is largely lacking because use is often neither regulated nor monitored. However, early researchers
estimated that between 17 and 71% of schizophrenic inpatients and outpatients use more than 500
mg of caffeine per day (Furlong, 1975; Winstead, 1976), and more recent evidence suggests that
38% of schizophrenics use more than 500 mg per day (Mayo et al., 1993). Not surprisingly, then,
members of the general population who score higher on a schizotypy scale also report greater
caffeine intake than those who score low (Larrison et al., 1999). One explanation for the substantial
use of caffeine in the schizophrenic population is that the adenosine A2A antagonistic effects of the
drug may produce an effect similar to increased dopaminergic neurotransmission in the ventral
striatum (Ferre, 1997). An alternative suggestion is that caffeine may counteract some negative
effects of neuroleptic medications (Kruger, 1996).

Despite the fact that many schizophrenic patients choose to consume caffeine, it is not clear
whether the drug has primarily advantageous or deleterious effects on symptoms. In fact, some
studies have found caffeine use to increase subjective distress and psychotic symptoms (Hamara
et al., 1995; Hyde, 1990; Lucas et al., 1990; Ferre, 1997). Moreover, schizophrenics who are heavy
caffeine users appear to need larger doses of antipsychotic medications than do nonusers (Hyde,
1990). Contrary findings show, however, that switching patients to decaffeinated coffee does not
produce any amelioration of symptoms (Koczapski et al., 1989). One attempt to explain these
discrepancies in results is the suggestion that certain subgroups of schizophrenics may be more
highly sensitive to the possible psychotogenic effects of caffeine (Hyde, 1990).

Three final disorders to be considered are eating disorders, ADHD, and restless legs syndrome.
Early case reports of excessive caffeine consumption among eating disorder patients (Sours, 1983)
have been supported by a few studies showing caffeine abuse by bulimics (Kruger and Braunig,
1995), some suggesting higher levels of caffeine consumption in purgers than in restrictors (Haug
et al., 2001). However, other recent research shows that caffeine consumption in these groups is
about the same as or less than that of age-matched control samples (Stock et al., 2002). Research
with ADHD children shows, not surprisingly, that caffeine may be better than no treatment in
dereducing impulsivity, aggression, and both parents’ and teachers’ perceptions of symptom severity
(Leon, 2000). In a second study, caffeine was better than placebo in decreasing hyperactivity and
teacher-rated symptom severity and in improving executive functions. However, it was not as
effective as methylphenidate and proved to have little or no effect on performance during tests of
attention (Riccio et al., 2001). A final disorder is restless legs syndrome. Although there now appears
to be a major genetic component in this disorder, perhaps transmitted on an autosomal dominant
gene with multifactorial expression (Winkelmann, 2002), emotional and behavioral factors have
also been identified. Symptoms of anxiety and depressive disorders, social alienation, and dimin-
ished cognitive focus have been reported as typical of RLS patients (Kuny, 1991; Aikens et al., 1999; Ulfberg et al., 2001), and caffeine has been implicated (Lutz, 1978; Paulson, 2000). In fact, one recent investigation showed that regular use of nonopioid analgesics, frequently containing caffeine, is a risk factor for RLS and is associated with increases in both psychiatric and medical comorbidity (Leutgeb, 2002).

**Psychopharmacological Treatment: Caffeine Interactions**

In addition to its observed effects on psychiatric symptomatology, caffeine interacts with some of the medications used to treat psychological disorders. One early investigation showed that caffeine can interfere with the action of benzodiazepines used in treating the anxiety disorders (Greden et al., 1981). More recent work demonstrates that it can increase the risk of clozapine toxicity, such as sedation, seizures, and hypotension (Carrillo et al., 1998; Patton and Beer, 2001), and increase the excretion of lithium, thereby leading to treatment failure in lithium patients (Jefferson, 1988). In a recent review, Patton and Beer (2001) summarized the effects of caffeine on antipsychotics, benzodiazepines, and tricyclic antidepressants. Most commonly, treatment failure and increased risk of toxicity occur through reduced sedative, anxiolytic, or anticonvulsant effects or reduced metabolism of the drug.

**Caffeine and Pain**

Pain clearly has psychological, as well as physical, consequences for the patient, and many studies show that caffeine can be effective in the management of pain. It is for that reason that the drug appears, in combination with such common analgesics as acetaminophen and aspirin, in many prescription and nonprescription headache and arthritis medications. Excedrin, Midol, Cafergot, and Butalbital are examples of analgesic medications that contain caffeine. Research demonstrates, for example, that combinations of acetaminophen and caffeine provide greater relief of tension-type headaches than acetaminophen alone (Diamond, 1999). In fact, caffeine may itself have analgesic properties. In one double-blind, placebo-controlled study, caffeine had an independent effect equivalent to that of acetaminophen in relieving nonmigraine headaches (Ward et al., 1991). Relief of the symptoms of migraines has also been found with caffeine-containing combination products, such as Excedrin. These products produce a decrease in pain intensity ratings and relieve photophobia, phonophobia, functional disability, and nausea symptoms in menstruating and non-menstruating women (Silberstein et al., 1999). The analgesic effects of caffeine have also been studied in relation to pain management in cancer, though the role of the drug here is different. One study showed that caffeine was superior to placebo in reducing the frequently observed cognitive and psychomotor effects of morphine in cancer patients (Mercadante et al., 2001).

Although caffeine clearly plays a role in the relief of acute pain, its effects on chronic pain remain uncertain. A preliminary study in this area recorded dietary caffeine intake in patients with chronic back pain and found no differences in low, medium, and high caffeine users with regard to pain severity (Currie et al., 1995). However, another study showed that patients suffering from chronic back pain consumed twice as much caffeine as controls (McPartland and Mitchell, 1997). Other research on chronic pain has demonstrated that analgesics, including caffeine, can actually cause chronic headaches and that reducing the use of analgesics can reduce headache severity and incidence (Berciano, 1993; Le Jeunne, 2001). The discrepancies among studies may reflect differences in dosage, frequency of use, disorders, or patient populations. Clearly, considerable additional research is needed before we will fully understand the role of caffeine in chronic pain syndromes.
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INTRODUCTION

Caffeine in doses equivalent to the contents of one to four cups of coffee has been found to facilitate several aspects of cognitive activity. In this chapter attention will be focused systematically on different aspects of human information processing: sensory activity, perceptual activities, evaluation of incoming information, decision making, central processing of newly received and already present knowledge in the brain, and response-related executive functions. Different types of tasks have been used to address these different cognitive subprocesses, with several doses of coffee or caffeine, in different types of subjects, at different times of day, and with different research protocols and procedures.

This chapter aims at providing relevant information with respect to coffee and caffeine’s effects on different aspects of cognitive performance under different conditions.

STUDIES USED

Studies were used that: (a) examined acute effects of caffeine on aspects of thinking, that is, mental performance; (b) included a placebo condition; and (c) utilized healthy young human subjects (mostly students). These studies had the following characteristics:

- The self-reported habitual level of daily caffeine consumption was about 200 to 300 mg, in general, which is similar to the contents of two to four cups of coffee (85 mg/cup). These amounts may be somewhat stronger than most people habitually drink at one occasion and also are substantially larger than those amounts typically consumed in beverages (soft drinks), foods (chocolate or cookies), or over-the-counter (OTC) drugs (Lieberman, 1992).
- In nearly all studies the participants were instructed to abstain from caffeine-containing substances for a certain period of time (usually 10 to 12 h or more) prior to testing, which is similar to the condition when people get out of bed in the morning.
- In some studies the subjects were also asked to abstain from alcohol and/or to fast for some hours before the experiment. Since most people drink coffee especially during work or other activities later during the day in a nondeprived state, generalizations from laboratory findings to everyday situations should be made with caution.
- Strikingly, many studies did not assess caffeine levels in saliva or plasma. As a consequence, uncontrolled variations in baseline and/or achieved plasma or saliva caffeine concentrations, due to noncompliance with the abstinence instructions or to differences in caffeine metabolism, may have confounded some of the reported results.
- Experimental control was often, but certainly not always, exerted over a number of well-known factors associated with interindividual differences in caffeine metabolism, such as smoking, liver disease, and, for females, the use of oral contraceptives and pregnancy.
- The caffeine given to the subjects was mostly taken orally, as a fixed dose or as a dose of milligrams per kilogram body weight (mg/kg), in powder form (e.g., in gelatin capsules) or dissolved in a drink (e.g., fruit juice or decaffeinated coffee).

About half of the studies used a within-subjects (cross-over) design. The other half employed a between-subjects (independent groups) design. The potential advantage of the former over the latter design is its higher statistical power to detect true caffeine effects by preventing interindividual differences from contributing to the error variance. A disadvantage is the presence of a potential differential carryover effect of caffeine, which confounds estimates of its effects.

Several studies have examined caffeine’s effects with a test battery purporting to sample a diversity of mental functions. A problem with this approach is that most tests in these batteries have no history of reliability and validity, which seriously hampers the interpretation of the results.
By comparison, other studies have evaluated caffeine’s effects within an information-processing framework, for example Lorist and colleagues who used the Sanders’ Additional Factor Method (AFM). This method typically employs single tasks, each representing a solid, theoretically based aspect of mental performance. Systematically manipulating a specific task variable, such as stimulus quality (degraded and intact stimuli) (Lorist, 1998), usually allows more robust and specific interpretations of caffeine’s effects.

Although there exists no generally accepted taxonomy of human task performance, to facilitate generalizations of research findings the tasks are ordered, if possible, on the basis of their nature or structure and as similarly as possible to the sequential stages of information processing. Five broad but related aspects of mental functioning are distinguished: (1) sensation and perception, (2) cognition, (3) learning and memory, (4) attention, and (5) mental fatigue.

**SENSATION AND PERCEPTION**

**VISUAL MODALITY**

Diamond and Cole (1979) and Diamond and Smith (1974) showed that taking a 90- and 180-mg caffeine dose lowered (improved) the visual luminance threshold (measured as the amount of light emitted from a surface in a given direction) by 20 and 38%, respectively. This greater sensitivity to emitted light was maintained for the whole 70-min session, and moreover it also counteracted the decrement in sensitivity found later in the placebo session. In general, from the few studies done it can be said that caffeine-containing beverages sharpen and sensitize sensory modalities.

**Color Discrimination**

Böhme and Böhme (1985) and Diamond and Smith (1974) found that 100 and 200 mg of caffeine facilitated the ability to discriminate colors in men and women. For females, however, caffeine was found to impair color discrimination when oral contraceptives were also administered. Fine and McCord (1991) studied 43 female students who were not caffeine-deprived and were low caffeine users (zero to seven caffeinated beverages a week) or high users (greater than seven caffeinated beverages a week). The high-caffeine group had 57% fewer color discrimination errors than the low-caffeine group. A similar result was found by Kohen and Schneider (1986), who found in six men (18 to 39 years of age) receiving a relatively high dose of 7.5 mg/kg of body weight (BW) followed by a maintenance dose of 3.75 mg/kg (BW) 2 to 3 h after the initial dose, that the mean error score decreased by 23% from 35 to 27.

**Critical Flicker Fusion**

Several studies have evaluated caffeine’s effects on the subject’s perception threshold to the fusion of a flickering light source, referred to as the critical flicker fusion threshold (CFFT). The CFFT often is seen as an index of the state of the central nervous system’s (CNS) arousal. The measurement of this threshold seems to be generally a reliable, valid, and pharmacosensitive technique. Six studies (Nicholson et al., 1984; Mattila et al., 1988; Swift and Tiplady, 1988; Yu et al., 1991; King and Henry, 1992; Fagan et al., 1994) out of eight failed to find effects of caffeine on the CFFT. Two studies had a trend to significant results (Kerr et al., 1991; Rees et al., 1999) showing a lower fusion threshold, that is, an impairment by caffeine.

**AUDITORY MODALITY**

Only a few data are available with regard to caffeine and sensory and perceptual processing of auditory information. Bullock and Gilliland (1993) recorded the human Brainstem Auditory Evoked Potential (BAEP) and observed that 1.5 and 3.0 mg/kg of caffeine in 18- to 24-year-old male
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students speeded up Wave V, quite an early sensory component, of the BAEP. Nicholson et al. (1984) did not find an effect of 300 mg of caffeine on the Auditory Evoked Potential (AEP) in six women who were measured during the night. Schicatano and Blumenthal (1994), Smith et al. (1993c), and Zahn and Rapoport (1987) reported that 4 mg of caffeine/kg delayed the habituation of the acoustic startle reflex in nine 18-year-old psychology students. This habituation depends on habitual coffee use. A 300-mg dose in “high” coffee users (> 200 mg/d) slowed habituation more than in low coffee users (Smith et al., 1991b). These findings suggest that caffeine keeps the auditory sensory pathways alert, presumably at the brainstem level.

AUDITORY AND VISUAL SENSES COMBINED

Tharion et al. (1993) used a setting in which both auditory and visual stimuli had to be processed under a placebo or 200 mg of caffeine. The 2-h visual vigilance task, which was the main task, required 18 military men (19 to 28 years of age) to respond to a small, dim rectangular target that appeared on a computer screen at random time intervals. The importance of this task was explicitly stressed, and they were asked to perform to the best of their ability. During performance of the vigilance task, there was a constant and invariant auditory stimulus; this was the secondary, or distracting, task. Due to the instruction, it was expected that the focus of attention would be on the vigilance task only. Auditory evoked potentials (ERPs) obtained during the performance of the visual vigilance task showed significant increases in the N1 and P2 latencies and decreases in amplitude voltage by caffeine for the nontargets over the whole 2 h of the experimental session. The interpretation was that caffeine helps one to ignore distracting or irrelevant stimulation.

COGNITION

SIMPLE AND CHOICE REACTION TIMES

Several caffeine studies have used a simple reaction time (SRT) and/or a choice reaction time (CRT) type of task. In SRT tasks, the subject is required as rapidly as possible to make a fixed response to a single stimulus, for example, pressing a knob. CRT tasks are similar to SRT tasks, except that the subject is exposed to different stimuli, each of which requires a different response.

In about half of the experiments, utilizing either visual or auditory stimuli, caffeine was found to reduce reaction time (RT) in both SRT and CRT. An effect of caffeine on RT was absent in other studies (Münte et al., 1984; Bruce et al., 1986; Kuznicki and Turner, 1986; Lieberman et al., 1987a,b; Zahn and Rapoport, 1987; Fagan et al., 1988; Landrum et al., 1988; Swift and Tiplady, 1988; Smith et al., 1991a,b; Bullock and Gilliland, 1993; Rogers and D Arnnoncourt, 1998).

Response accuracy (more hits/fewer errors) was found to be either improved by caffeine (Lieberman et al., 1987a,b; Roache and Griffiths, 1987; Swift and Tiplady, 1988; Kerr et al., 1991; King and Henry, 1992; Smith et al., 1993a, 1994a,b; Riedel, 1995; Smit and Rogers, 2000) or not affected (Smith et al. 1991a,b, 1993b; Rogers and D Arnnoncourt, 1998). These caffeine effects were observed utilizing a wide range of doses (32 to 600 mg). Remarkably, Jacobson and Edgley (1987) reported that even 600 mg of caffeine exhibited no effect on response accuracy.

Possible reasons for these positive and null findings found with caffeine may lie in differences between experiments in dose, protocol, task, and/or subject variables (Lieberman, 1992). In addition, most studies fail to distinguish between the “decision” and “motor” component of the task. The former component is believed to index central cognitive processes in the brain that have to do with discriminatory and decisional processes, while the latter is assumed to index only peripheral, motor output, or execution processes. Accordingly, it may be the case that caffeine’s effects on RT are selective in that only the relatively minor, more peripheral aspects of the reaction process, the motor execution of the response, are affected by caffeine (Swift and Tiplady, 1988; Kerr et al., 1991;
King and Henry, 1992; Lorist, 1998), although Smith et al. (1977) and Zahn and Rapoport (1987) found that both decision time and movement time were impaired by 225 mg of caffeine.

Studies by Lorist et al. (1994a), applying the Additive Factor Method (AFM; Sanders, 1983) to assess main and interaction effects of task variables and caffeine on visual CRT, confirmed and extended the finding that peripheral motor processes benefit from caffeine.

**Speeded Decision Making**

In studies on verbal reasoning subjects typically are shown statements about the order of the letters A and B, each sentence being followed by a pair of letters, AB or BA (e.g., A follows B. BA right? yes/no?). In such “logical reasoning” tasks, the subject’s task is to read the statement, look at the pair of letters, and then decide, as fast as possible, whether the statement is true or false. In 9 out of 12 studies (Borland et al., 1986; Rogers et al., 1989; Smith et al., 1991a, 1992b, 1993a, 1994a,b; Mitchell and Redman, 1992; Bonnet and Arand, 1994b; Linde, 1994; Smith, 1994; Warburton, 1995), all done with young participants, caffeine was found to improve the speed or accuracy of logical reasoning.

Caffeine also improved speeded semantic processing in tasks in which the subjects were shown a series of sentences referring to general knowledge (e.g., canaries have wings) and had to decide whether the sentence was true or false (Smith et al., 1993a, 1994a; Smith, 1994).

**Cancellation**

In performance on a cancellation task, subjects usually are presented sheets with digits, letters, or symbols. The task is to cancel as many specified target items as fast as possible. In six studies caffeine improved task performance (Bättig et al., 1984; Loke, 1988; Frewer and Lader, 1991; Bullock and Gilliland, 1993; Anderson, 1994; Marsden and Leach, 2000), but five studies found no effects (Loke et al., 1985; Bruce et al., 1986; Rogers et al., 1989; Loke, 1990; Rees et al., 1999). The benefits seen with caffeine, however, were modified by dose (Frewer and Lader, 1991), time on task (Bättig et al., 1984), and the memory load of the task (Borland et al., 1986; Frewer and Lader, 1991), signifying that caffeine improves cancellation performance only when relatively few target items have to be retained in memory.

**Substitution**

Digit or symbol substitution tasks, which require subjects as rapidly as possible to replace symbols with digits or letters (or vice versa), do not seem to be sensitive to caffeine (Clubley et al., 1979; Bruce et al., 1986; Lieberman et al., 1987b; Roache and Griffiths, 1987; Mattila et al. 1988; Loke, 1989; Yu et al., 1991; Bonnet and Arand, 1994a,b; Rush et al., 1994a,b) except when performed under suboptimal conditions, such as during the night (Nicholson et al., 1984; Borland et al., 1986; Rogers et al., 1989), when combating fatigue in the later part of test sessions (Rush et al., 1993), or in subjects who are not deprived of caffeine (Rees et al., 1999).

Caffeine facilitates performing substitution tests in suboptimal conditions, such as early in the morning or during the night, when fatigued, or during long tasks.

**Other Cognitive Tasks**

In two studies (Nicholson et al., 1984; Borland et al., 1986), caffeine improved the copying of symbols during the night in 20- to 26-year-old shift-workers and in 19- to 24-year-old females. Improvement was also found during the daytime in nondeprived young (20 to 25 years of age) and elderly (50 to 65 years of age) subjects (Rees et al., 1999), but this was not so in four caffeine-deprived men and five caffeine-deprived women 18 to 40 years of age (Bruce et al., 1986).
Only Anderson (1994) reported that caffeine improved performance on a verbal abilities task dose-dependently (1, 2, 3, and 4 mg/kg), but only in high impulsive subjects. For low impulsive, performance first improved and then declined with increasing dose. Erikson et al. (1985) found in a test of free recall of words that impulsivity did not play a role after a dose of 2 or 4 mg/kg. As for intelligence, caffeine (1, 2, 3, and 4 mg/kg) has been found to improve dose-dependently some measures of intelligence (Gupta, 1988a,b), but only in high impulsive or extroverted students. Still, high impulsives performed worse than low impulsives under caffeine in a word categorization task in which they had to sort words for their semantic meaning (Gupta, 1991) but performed better when they had to sort rhyming words.

One study has shown that a 200-mg dose of caffeine tended to improve the number of solved problems and the number of correct solutions on a concentration performance test (Dimpfel et al., 1993), whereas a 400-mg dose tended to impair performance. A similar performance impairment was found in a study by Marsden and Leach (2000) in a realistic daily life setting in which 12 male marines had to solve navigation problems by using information from charts. Weiss and Laties (1962) found no effect of 200 mg of caffeine on solving chess problems.

Other cognitive tasks that have been used in caffeine research include arithmetic (Weiss and Laties, 1962; Loke et al., 1985; Roache and Griffiths, 1987; Loke, 1990; Mitchell and Redman, 1992; Bonnet and Arand, 1994b; Wright et al., 1997) writing speed (Landrum et al., 1988), reading comprehension (Weiss and Laties, 1962; Landrum et al., 1988; Mitchell and Redman, 1992), reading speed (Weiss and Laties, 1962), sentence completion (Loke, 1990), solving anagrams (Smith et al., 1991b), classification of pictures (Swift and Tiplady, 1988), and card sorting (Loke et al., 1985; Loke, 1990). None of these cognitive or intellectual activities was found to be affected significantly by caffeine, except that one study found an improvement of addition performance (Uematsu et al., 1987), although the 600-mg dose reduced the number of completed additions (Loke, 1990).

LEARNING AND MEMORY

LEARNING

Paired-Associate Learning

In a paired-association learning paradigm, subjects typically are exposed to word pairs of a high or a low degree of semantic association (e.g., tree-apple; car-sea). The instruction is to learn the word pairs. Subjects are then given the first word of each pair as a stimulus for recall of the second. Thus, paired-association learning tasks involve cued recall, where the cue is provided by the experimenter rather than "created" by the subject self as in free recall.

Caffeine does not seem to affect paired-association learning performance, neither when recall is assessed immediately (Mattila et al., 1988; Smith et al., 1991b; Yu et al., 1991) nor when it is assessed after a delay, usually of 20 or 30 min (Smith et al., 1991b).

Serial Learning (Intentional Learning)

The effect of caffeine on learning has been examined by assessing changes in recall performance of words from lists (immediately or after a delay, usually 20 min) as a function of repeated presentation of information. Caffeine (200 and 100 mg) does not appear to influence the learning of words across two or six presentations (Landrum et al., 1988; Rees et al., 1999; Terry and Phifer, 1986), nor does a 3- or 6-mg/kg dose influence the learning of numbers across six presentations (Loke et al., 1985). Also, caffeine does not affect the learning of mental mazes (Bättig et al., 1984; King and Henry, 1992) or the learning of 10-response sequences using three buttons on a response panel (Rush et al., 1993, 1994a,b). Apparently, caffeine has no influence on intentional learning.
Incidental Learning

In contrast to the tasks discussed above, in which subjects are told that their memory is tested later (intentional learning), a few caffeine studies have used memory tasks where subjects are not told before that there will be a memory test (incidental learning). The basic idea behind the incidental learning paradigm is that more knowledge is gained over the subjects' information processing activities at the time of learning, while in intentional learning subjects may be inclined to perform additional processing activities (rehearsal, memory aids) in order to improve their performance.

Jarvis (1993) prompted subjects to fill in words of which only the first letter was depicted after having had two full presentations of complete words. During these full presentations they were instructed to focus on the word in the inner circle of a sheet full of words. The nondeprived subjects with a daily caffeine use ranging from one to greater than seven cups per day performed dose-dependently better.

Gupta (1991) also used an incidental learning paradigm in 20-year-old students to assess caffeine's effects (1, 2, 3, or 4 mg/kg) on different encoding processes involved in memory. The subjects first performed an acoustic and a semantic word categorization task and then were tested, unexpectedly, for the free recall of the words. It was assumed that the acoustic categorization task (words that rhyme) required shallow or nonsemantic processing of the verbal material, while the semantic task (using the meaning of words) demanded deep or semantic processing. The results showed that caffeine facilitated acquisition and recall in high impulsive subjects after rhyming acquisition but impaired it after semantic acquisition. Caffeine had no effect on the recall performance of low impulsives. In a subsequent study in 300 male students (19 to 24 years old) (Gupta, 1993), similar results were obtained with identical caffeine doses with respect to recognition performance. These findings indicate that for high impulsives, that is, subjects with low arousal levels, caffeine facilitates the encoding of the physical properties of verbal material (rhyming) but impairs the utilization of semantic information (i.e., meaning). These results indicate that high impulsives, extroverts or sensation seekers, who are assumed to have low arousal levels, may benefit from caffeine only in tasks that are relatively easy.

Only one other study (Loke, 1992) examined the effect of a 200-, 400-, or 600-mg caffeine dose on incidental learning in male and female students with an average age of 19 years. Caffeine did not affect the free recall of words following an incidental learning condition in which the subjects had to repeat the words. In sum, caffeine facilitates incidental learning in tasks in which information is presented passively; in tasks in which material is learned intentionally, caffeine has no effect.

Memory

Human memory can be divided into working memory (WM) and long-term memory (LTM). WM stores information over brief intervals of time during which further processing can be performed (e.g., recognition). Only limited amounts of information of which we are aware can be stored in this WM. LTM contains large amounts of information stored for considerable periods of time. We are not aware of this information until it is activated and becomes part of working memory.

LTM and WM can be deliberately accessed during task performance; they are then explicit memories. Implicit memories are memory representations, which cannot be directly accessed. An example of implicit memory is the association between a specific stimulus and a response. This association is formed after practice and can only be evoked by specific stimuli.

Free Recall

In an immediate free recall task with a supraspan word list, subjects are presented a list of unrelated words, exceeding their memory span, and then asked to recall as many words as possible in any
order. The basic finding is that words occurring at the beginning and end of the list are recalled better than words in the middle of the list, producing so-called primacy and recency effects, respectively. This recall pattern is referred to as the *serial position effect*. It is usually hypothesized that the more recent words are retained in the primary, working memory, while the earlier items are retained in the secondary or “long-term” memory.

Caffeine was found either to exert no effects on free recall performance in 14 studies (Loke et al., 1985; Loke, 1988, 1992; Foreman et al., 1989; Smith et al., 1991a, 1992a, 1993a,b, 1994b; Smith, 1994; Riedel, 1995; Warburton, 1995; Wright et al., 1997; Rees et al., 1999), improve recall in six studies (Arnold et al., 1987; Barraclough and Foreman, 1994; Rogers and Dernoncourt, 1998; Schmitt, 2001a,b; Ryan et al., 2002), or to impair recall in three studies (Erikson et al., 1985; Terry and Phifer, 1986; Loke, 1992).

In one study (Arnold et al., 1987), improvements with 2 and 4 mg/kg of caffeine were seen only in 75 female students at the third level of practice, while decrements were seen in males at the second and third levels of practice with 2 mg/kg. Schmitt (2001a) found this improvement only in 50-year-old subjects, not in younger and older ones. In a study by Erikson et al. (1985), caffeine’s effects (2 and 4 mg/kg) were detrimental under a slow rate of stimulus presentation only for the female students, while no effects were observed for males. Similar puzzling effects were found in high impulsive students (detrimental effects) but not in low impulsives (Smith et al., 1994b).

A few studies have evaluated caffeine’s effects on recall more precisely by taking into account the position of the words in a list. Some authors concluded that neither the primacy nor the recency effect is affected specifically by caffeine (Erikson et al., 1985; Arnold et al., 1987; Smith et al., 1994b). Instead, it was observed (Barraclough and Foreman, 1994) that 2 and 4 mg of caffeine/kg, at least for males, exerted its largest effect on recall of the middle portion of the list. According to the authors, this selective caffeine effect may be the consequence of a general increase in CNS activity “leading to increased salience of stimuli that are normally of low recall priority.” Other immediate free recall tasks include the recall of eight-digit numbers (Nicholson et al., 1984) and the recall of five- and six-letter nouns (Mitchell and Redman, 1992). In the former study, 300 mg of caffeine impaired recall, although not significantly, while in the latter study 4 mg/kg of caffeine showed no effects. In addition, caffeine has been observed to impair the immediate reproduction of numbers during the night (Nicholson et al., 1984), but in another study (Rogers et al., 1989), also measuring during the night, caffeine exerted no effect on number reproduction. Finally, 200 mg of caffeine has been reported (Linde, 1994) to impair, in 36 first-year male and female psychology students, the immediate reproduction of spatial relationships of verbal information after normal sleep but to improve it after a vigil, indicating a compensation of fatigue. In sum: caffeine does not seem to improve immediate free recall of words, letters, or digits consistently. Especially in situations of low arousal and with tasks of minimal complexity, caffeine may improve free recall.

### Delayed Free Recall and Recognition

A few studies report beneficial effects of caffeine on delayed free recall (Warburton, 1995; Ryan et al., 2002) and delayed cognition (Riedel, 1995), using mostly a delay shorter than 30 min. In general, caffeine appears not to help the *delayed* free recall of word lists (Loke et al., 1985; Loke, 1988; Smith et al., 1992b, 1994b; Schmitt, 2001a) or the *delayed recognition* of words (Loke et al., 1985; Loke, 1988; Smith et al., 1994a; Warburton, 1995). In one study (Smith et al., 1994b), a 4-mg/kg caffeine dose impaired the delayed recognition of words, but this was observed only for high impulsive subjects; no caffeine effects were seen for low impulsives. Also, 200 mg of caffeine tended to impair the delayed recognition of pictures (Roache and Griffiths, 1987), while 400 mg induced better recognition than 600 mg; both higher doses elicited a better response than 200 mg. In general, caffeine does not affect delayed recall and recognition.
Task Load

In versions of focused and divided selective attention tasks, such as used by Lorist et al. (1994b, 1995, 1996), subjects are instructed to detect the possible appearance of a memory set item among the display items on a screen. Increased RTs with increasing task load, defined by the product of memory set size (memory load, ML) and display set size (display load, DL), suggest that subjects apply serial, limited-capacity searches, in which each memory set item is compared sequentially to all display items. An increase in the number of targets to be memorized (ML) or in the items presented on the display (DL) results in more extensive search processes of longer duration and a more pronounced negativity of the recorded brain activity.

Display Load

A positive effect of 3 mg of caffeine/kg on RT in the low-DL condition that was absent in the high-DL condition indicated that DL manipulations were influenced by caffeine (Lorist et al., 1996). The decrease of caffeine’s effects with increasing DL corresponds to results indicating that caffeine facilitates performance only in simple or moderately complex tasks. In more complex tasks caffeine may have either no effect or may even impair performance (Weiss and Latives, 1962; Humphreys and Revelle, 1984).

The decreasing effect of caffeine on WM with increasing DL implies that with a moderate dose of caffeine, performance improves as long as energetic supplies increase up to a certain peak; beyond this optimum it deteriorates (Yerkes and Dodson, 1980). Because caffeine stimulates the availability of energetic resources, the positive effects of caffeine in the low-DL condition, and the absence of effects of caffeine in the high-DL condition, might be interpreted as reflecting the turning point from an optimal level to an overly high level of energetic supplies involved in WM processes. The conclusion is that caffeine facilitates performance on tasks that appeal to WM to a small degree but hinders performance on tasks presumed to appeal to WM heavily.

Memory Search

Sternberg’s memory-search paradigm (Sternberg, 1969) is often used to evaluate caffeine’s effects on the retrieval of information from memory. In this paradigm, the subject is presented a sequence of stimuli and on each trial has to decide, as fast as possible, whether the stimulus is a member of a small memorized set of stimuli. ML is manipulated by varying the size of the memory set. It appeared that 200 mg of caffeine increased sensimotor speed, but the scanning time of WM was either not affected or increased. The latter finding implies that caffeine slowed central memory scanning. The interaction between ML and caffeine on RT did not reach significance, suggesting that memory search was not affected by caffeine. The study by Kerr et al. (1991), using a constant memory set size of four items, reported that only 300 mg of caffeine speeded RT. In those task conditions in which task load was varied by varying the memory set size, no caffeine effects were observed on RTs. Apparently, memory load effects are not affected by caffeine; in other words, memory search is insensitive to caffeine.

Target Detection

In selective attention tasks, subjects have to decide whether a memory set item is present on the display. In other words, memory set letters are associated with being targets to which a response should be made.

From the brain potentials, the latency of the P3b component, representing stimulus evaluation or input processing activities, was on average shorter after caffeine than after placebo, and this effect depended on display load. The absence of an effect of caffeine on search-related negativity in selective attention tasks, which is a reflection of central processes, indicates that the effects of
caffeine originate from an effect on input-related processes and not from an effect on central processes (Lorist et al., 1996).

Memory Span

In particular, the digit span task has been used to assess caffeine’s effects on the capacity of WM. Span tasks involve the evaluation of the maximum number of unrelated items that can be recalled in the correct order immediately after presentation (immediate recall). In four out of five studies, caffeine in doses from 100 to 600 mg did not affect memory span performance (Borland et al., 1986; Roache and Griffiths, 1987; Davidson and Smith, 1989; Smith et al., 1993). In a study by Davidson and Smith (1989), 390 mg of caffeine was seen to impair backwards digit recall under a noise condition but to improve it under a no-noise condition. In a study by Humphreys and Revelle (1984), the effect of 100 mg of caffeine apparently depended on personality. Low impulsives performed better than high impulsives on delayed recall, but worse on immediate recall. Rees et al. (1999) found in caffeine young and elderly subjects not deprived of caffeine that 250 mg of caffeine somewhat improved performance on a taxing running digit span memory test. Caffeine also set off the decline in performance, as found in the placebo condition. The central information processing stage consists of a broad range of functionally different processes. Therefore, caffeine may affect serial comparisons and binary decisions as well as response selection processes. The safest conclusion about the effect of caffeine on central-related processes is that it is limited to WM.

ATTENTION

Attention, the control of information processing, may be categorized as focused attention, divided attention, and sustained attention.

FOCUSED ATTENTION

Focused, or selective, attention tasks generally are used to assess the subject’s ability to select relevant information from a pool of both relevant and irrelevant information.

Stroop Test

Several caffeine studies have used variants of the well-known Stroop Color and Word Test. This test requires subjects to focus their attention on the color of printed words or on the number of identical digits series, while ignoring their meaning. Caffeine’s effects are inconsistent; three studies showed positive effects (Hasenfratz and Bättig, 1992; Kenemans and Verbaten, 1998; Kenemans et al., 1999), three had null findings (Borland et al., 1986; Riedel, 1995; Edwards et al., 1996), and one had negative results (Foreman et al., 1989). Interestingly, in nondeprived subjects with an average age of 52 years, an improvement was followed by an impairment with time on task (Hameleers et al., 2000).

“Filter” or Selective Attention Tasks

Several authors (Smith et al., 1991a, 1992b; Smith, 1994; Riedel, 1995; Lorist et al., 1996; Ruijter et al., 2000a,b) used a visual focused-attention (“filter”) task that required subjects to respond, as fast as possible, to a centrally presented letter that was sometimes surrounded by other, irrelevant letters. Another attention (“search”) task was used, similar to the former except that the subject did not know at which of two possible locations a specified letter would appear. Basically, neither of these tasks was found to be affected by caffeine based on behavior parameters;
however, caffeine-induced changes in brain activity did show that the brain worked faster and more energetically.

Loke (1992) used two versions of a visual search task, utilizing stimulus frames of four items. One version required subjects to search for target digits among consonant distracters (easy automatic processing). The other version demanded search for target consonants among consonant distracters (controlled processing). The assumption was that the former task involved automatic target detection and the latter subject-controlled search. Processing (i.e., memory) load was manipulated by varying the number of targets (either two or four ML targets). The results showed that caffeine exhibited neither main nor interaction effects on performance, a result similar to that found by Lorist et al. (1996) (see above).

**Divided Attention**

Studies examining effects of caffeine on divided attention all used the dual-task paradigm. Mostly, subjects were required to perform a primary tracking task or a visual selective attention task simultaneously with a secondary visual or auditory vigilance task. In four studies (Borland et al., 1986; Rogers et al., 1989; Kerr et al., 1991; Kourtidou-Papadeli et al., 2002), caffeine improved dual-task performance, but in three other studies (Croxtan et al., 1985; Zwyghuizen-Doorenbos et al., 1990; Rosenthal et al., 1991) caffeine induced no effects. Although the basis for the difference in outcomes is not clear, it should be noted that in two (Borland et al., 1986; Rogers et al., 1989) of the four research groups reporting benefits, the caffeine was given shortly before midnight, and the dual task was carried out during the night.

**Sustained Attention**

Considerable research efforts have been devoted to assess the effects of caffeine on sustained attention in different types of vigilance tasks. Important parameters of vigilance performance are the overall level of performance and the decrement in performance over time, called *time on task (TOT) effects*. Various vigilance tasks have been utilized to study caffeine’s effects on sustained attention. Most often these were versions of the Auditory Vigilance Task (AVT) (Wilkinson, 1968) and the Bakan (1959) task; those of the latter type are also called *oddball tasks*.

In *auditory vigilance tasks* (Lieberman et al., 1987a,b; Fagan et al., 1988; Zwyghuizen-Doorenbos et al., 1990; Rosenthal et al., 1991), lasting either 60 or 40 min, subjects are asked to detect the occurrence of slightly deviant (e.g., of longer or shorter duration) tones occurring infrequently and randomly within a continuous series of standard tones. The tones are presented against a background of white noise at a rate of one every 2 sec. Caffeine was found to improve the overall number and/or speed of correct detections, while the number of false alarms was not significantly affected (Lieberman et al., 1987a,b; Fagan et al., 1988; Zwyghuizen-Doorenbos et al., 1990; Rosenthal et al., 1991) or tended to decrease (Kozena et al., 1986). Three studies (Nicholson et al., 1984; Fagan et al., 1988; Rosenthal et al., 1991) also provided information regarding changes in auditory vigilance performance over time. It appeared that caffeine reduced the vigilance decrement seen with placebo; in other words, it compensated for the TOT effects. Using a visual vigilance test, Lieberman et al. (2002) found that 200 and 300 mg of caffeine improved performance efficiency in sleep-deprived subjects. Both accuracy and speed measures showed a positive effect of caffeine. In subjects who were not sleep-deprived, similar effects of caffeine were also found (Fine et al., 1994).

Other studies have used versions of the Bakan task, the *Rapid Information Processing (RIP) task*, in which subjects usually are presented single digits on a visual screen and instructed to detect the occurrence of three successive odd or even digits. Stimulus presentation rate typically is fast (100 digits per minute), and task duration across studies ranges from 1 to 30 min (usually 20 to 30 min). In comparison with versions of the AVT, which may be identified as “sensory” types of
vigilance tasks, the Bakan task versions may be better characterized as “cognitive” vigilance tasks (Davies and Parasuraman, 1982).

In 13 studies using visual or auditory versions of the Bakan task, caffeine was found to improve the overall number and/or speed of correct detections, whereas the number of false alarms (when reported) was reduced or not affected by caffeine (Borland et al., 1986; Eaton-Williams and Rusted in Rusted, 1994; Rapoport et al., 1981; Nicholson et al., 1984; Pons et al., 1988; Swift and Tiplady, 1988; Rogers et al., 1989; Lipschutz et al., 1990; Smith et al., 1990, 1992b; Frewer and Lader, 1991; Rosenthal et al., 1991; Wright et al., 1997). Improvements by caffeine were also found (Rapoport et al., 1981) with a 3- and 10-mg/kg caffeine dose in 11-year-old boys, but not in 22-year-old or 65- to 75-year-old men (Swift and Tiplady, 1988). Smith et al. (1991a) found that caffeine showed no effects on vigilance performance, but in their study the task used lasted only 1 min and had a lower presentation rate. It seems that performing vigilance tasks depends particularly on adequate arousal levels. Fatigue is regularly found to be compensated by caffeine. This finding is reported as the compensation for TOT effects (Smith et al., 1990; Frewer and Lader, 1991; Hasenfratz et al., 1991, 1994; Hasenfratz and Bättig, 1993, 1994), using a visual version of the RIP task in which the digits were presented in a subject-paced manner rather than at a fixed rate. Surprisingly, contrary to these findings, Bättig and Buzzi (1986) found less performance decrement over time when caffeine was given.

In sum, these findings indicate that caffeine mostly improves the level of vigilance in AVT and Bakan types of vigilance tasks.

Although differences in the information-processing demands between tasks (e.g., sensory vs. cognitive) could play a role in the sometimes noted failure of caffeine to affect vigilance decrements in the Bakan task, other differences in task parameters may explain the inconsistency of findings, such as sensory modality, stimulus rate, and task duration.

In general, most studies examining caffeine’s effects on vigilance performance while utilizing a diversity of visual and auditory vigilance tasks found that caffeine, to a greater or lesser extent, improved the overall level of vigilance. Caffeine exerted some compensating effect on the decrement in vigilance over time, although there are findings showing that caffeine failed to do so. Finally, Swift and Tiplady (1988) reported that caffeine increased the ratio of false alarms to hits, indicating a shift in the subject’s response criterion (more speed, less accuracy) rather than a change in detection efficiency (less speed, more accuracy).

Mental Fatigue

Mental fatigue often arises as a consequence of performing mentally demanding tasks for a prolonged period of time. An important factor in the fatiguing potential of cognitive tasks is task complexity. In general, tasks that show straightforward deterioration over time are mostly simple, monotonous tasks, such as Wilkinson vigilance-like tasks or simple reaction time tasks. In more complex and perhaps arousing, intrinsically interesting tasks, fatiguing effects are often less direct. As for the capacity of tasks to attract interest, complex tasks may be more interesting than monotonous simple tasks such as vigilance tasks, simple reaction time tasks, and so on.

The role of caffeine in performing cognitive tasks is often interpreted as changes in subjective energy. Indeed, Bruce and colleagues (Bruce et al., 1986) and Zwyghuizen-Doorenbos et al. (1990) did show that caffeine diminished feelings of tiredness and increased alertness, which could be interpreted as a caffeine-induced increased level of arousal. Another line of reasoning comes from theories stressing that the energetic states of subjects play a controlling role in information processing (Clubley et al., 1979; Sanders, 1983; Humphreys and Revelle, 1984). Support for this view...
comes from studies showing that caffeine increases EEG power. According to the Humphreys-Revelle model, the information transfer component of cognitive tasks should be facilitated by an increase of arousal; since caffeine is supposed to do so, numerous studies have been performed to verify this assumption. Although there are inconsistent findings, the position still holds that the effects of caffeine on cognitive function are mediated predominantly by arousal or the energetic state of the subject. It is obvious that many factors play a role in this state, such as time of day, personality, age, and so forth. It is beyond the scope of this discussion to ascertain the role of each factor. In an attempt to interpret information processing more satisfactorily and in more detail, multiple energetic resources in the brain have been assumed that supposedly perform a modulating role in cognitive operations (Pribram and McGuiness, 1975; Sanders, 1983; Hockey, 1986). As for the role of caffeine in these energetic resources, only recently have specific, technically sophisticated studies been performed (Lorist et al., 1994a,b, 1995; Ruijter et al., 1999, 2000a,b, 2001). These show, based on both behavioral and electrophysiological data (EEG-ERP), that caffeine has specific energy-enhancing effects on the input and output stages of information processing, but not on central cognitive, processing stages.

The more complex RIP task that has been used by Hasenfratz et al. (Hasenfratz et al., 1991, 1994; Hasenfratz and Bättig, 1993, 1994) produced significant fatigue-induced performance decrements across sessions. Interestingly, no interaction was found between arousal state and caffeine. Corresponding results were reported by Regina et al. (1974), Plath et al. (1991), and Lorist et al. (1994a,b) in well-rested and fatigued subjects, implying that caffeine may improve performance independent of state. Results of these studies suggest that caffeine might be able to let subjects invest effort even in a well-rested condition, when mentally or physically fatigued, and, possibly, also when physically exhausted.

CONCLUSIONS

This chapter considered the behavioral and electrophysiological results from studies on caffeine and mental performance. The results from different studies sometimes are at variance with each other. A major potential source for these varying results appears to relate to differences in caffeine dose, experimental design, protocol, and methods and procedures of testing. This great diversity across studies seems to reflect a lack of consensus on the appropriate methods to employ in coffee and caffeine research. Another potential source for the variable caffeine results lies in the nature of caffeine’s effects. It seems that the influence of caffeine on performance typically is (1) of a modest size; (2) selective, in that some features of performance are more sensitive than others; (3) complex, perhaps representing patterns of behavioral facilitation and interference; and (4) not constant, in that it can be moderated by a wide variety of variables. Taking into account these considerations and to emphasize some consistency in results, the following conclusions can be made:

- Caffeine can apparently improve the performance of a wide variety of mental tasks directly and also indirectly by reducing decrements in performance under suboptimal conditions of alertness. This conclusion is based on the findings that caffeine can improve performance across various cognitive, learning, memory, and attention tasks.
- The efficacy of caffeine to reduce impairments in mental efficiency under states of reduced alertness is one of the most consistent findings in caffeine research. The results, however, are not exclusively limited to suboptimal conditions, since benefits of caffeine have also been observed under optimal alertness conditions (Lorist et al., 1994a,b).
- Caffeine may affect performance of sensory-perceptual tasks. These effects take the form of either performance facilitation or inhibition, possibly depending on dose, subject variables, and other unspecified variables. The available evidence is limited, however, and more research is clearly needed here.
• Caffeine often does not affect performance on purely cognitive tasks, as noted by Weiss and Laties (1962). This conclusion, however, should be qualified in that caffeine does seem to have the potential to improve cognitive performances that are timed, as assessed by RT, decision-making, or cancellation tasks. Also, cognitive tests requiring speed are more sensitive to caffeine’s beneficial effects than tests involving intellectual power.

• Perceptual-motor task demands may be the principal determinants of caffeine’s effects on speeded cognitive performance; effects are most often observed if these task demands are relatively high, for instance, if stimulus quality is low.

• Caffeine usually does not affect performance of learning and memory tasks. Although some studies occasionally have found caffeine to affect memory and learning performance, either facilitory or inhibitory, these effects typically emerged as complex interactions with dose, subject, and task variables. These caffeine effects may represent effects on the encoding, or the attention devoted to the information, rather than direct and specific effects on the storage or retrieval of information in short-term and working memory.

• Finally, the ingestion of caffeine is likely to improve general levels of performance in vigilance tasks. That is, its efficacy is evident throughout a period of vigilance, resulting in a steady, overall higher level of performance. This caffeine effect is rather robust and does not appear to depend on the type of vigilance task.

Two tentative general mechanisms or factors that may account for most of the observed caffeine effects emerge as particularly salient: (1) an indirect, nonspecific “alertness,” “arousal,” or “processing resources” factor, presumably accounting for why effects of caffeine generally are most pronounced when task performance is sustained or degraded under suboptimal conditions, and (2) a direct, and more specific, “perceptual-motor” speed or efficiency factor that may explain why under optimal conditions certain aspects of human performance and information processing (e.g., those related to sensation, perception, motor preparation, and execution) are more sensitive to caffeine’s effects than other aspects (e.g., those related to cognition, memory, and learning).

On the basis of the evidence currently available, more definite and detailed conclusions and theoretical claims cannot be drawn.
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INTRODUCTION

Methylxanthine (MTX) consumption is one of the most common customs in the world, occurring in most every society and culture (James, 1991; Barone and Roberts, 1996). Methylxanthines, which include caffeine, theophylline, and theobromine, can be found in a variety of different forms, including coffee, tea, mate, cola beverages, and pharmaceutical and nutritional products, all of which contain different concentrations of distinct MTXs (James, 1991; Barone and Roberts, 1996).

In human subjects, MTX consumption is closely related to its gratifying (Griffiths and Mumford, 1995) and psychostimulant (French et al., 1994) effects. Consumption of low to moderate doses of MTXs increases arousal, vigilance, and motor activity; decreases the need to sleep; produces sensations of well-being and energy; and facilitates cognitive capacities. These stimulant effects seem to improve mood, and therefore coffee and tea are widely used breakfast beverages. Nevertheless, the ingestion of more elevated doses can result in sensations of discomfort, including anxiety, nervousness, and insomnia (James, 1991).

It remains to be seen whether the invigorating effects typical of daily caffeine consumption help to regulate mood and could be used in the treatment of depression or, conversely, whether they would complicate affective symptomatology. In this chapter we will review the effects of caffeine on mood and mood disorders, introducing first a brief review of the psychopathology of depressive states.
MOOD DISORDERS

CLINICAL ISSUES

The word depression refers both to a severe clinical condition and to the brief, mild, downward mood swings that are commonly experienced in daily life. A depressive disorder is not the same as a passing blue mood, and in the clinical context depression refers not simply to depressed mood, but also to a syndrome comprising mood disorder, psychomotor changes, and a variety of somatic and vegetative disturbances. A depressive disorder is a real illness that involves the body, mood, and thoughts. It can affect the way one eats and sleeps, feels about oneself, and thinks about things. Ethnicity can influence the experience and communication of symptoms of depression, and in some cultures depression may primarily be a somatic rather than an emotional experience (Kirmayer, 2001).

The Diagnostic and Statistical Manuals (DSM) are handbooks developed by the American Psychiatric Association that contain listings and descriptions of psychiatric diagnoses, analogous to the International Classification of Diseases Manuals. The DSM-IV-RT of the American Psychiatric Association (2000) includes different depressive disorders, but the three most common types are major depression, dysthymia, and bipolar disorder. The essential feature of a major depressive episode is a period of at least 2 weeks during which there is either depressed mood or the loss of interest or pleasure in nearly all activities. Such a disabling episode of depression may occur only once, but it more commonly occurs several times over the lifespan and is diagnosed as recurrent major depressive disorder. The reemergence of depression after recovery from an episode appears to contribute significantly to the burden of depressive disorders; as many as 75 to 80% of depressed patients experience a recurrence of depression at some point in their lives (Angst, 1992). Dysthymia is a less severe type of depression, characterized by at least 2 years of depressed mood for more days than not, accompanied by additional depressive symptoms that do not meet criteria for a major depressive episode. Another type of depression occurs in bipolar disorder, more popularly known as manic-depressive illness, which is characterized by cycling mood changes with severe highs (mania) and lows (depression). When in the depressed cycle, an individual with bipolar disorder can have any or all of the symptoms of a depressive disorder.

The U.S. National Comorbidity Survey (NCS) found that 17.3% of the general population had experienced an episode of major depression at some point during their lives (Kessler et al., 1994), and in any given 1-year period 9.5% of the population, or about 18 million American adults, suffer from a depressive illness (Regier et al., 1984). The global burden of mental illness is expected to increase in magnitude over the coming decades. The World Health Organization’s (WHO) Global Burden of Disease Survey estimates that by the year 2020 major depression will be second only to ischemic heart disease in the amount of disability experienced by sufferers (World Health Organization, 1996).

Major depression and bipolar disorder are responsible for much of the suicide in the U.S. Two factors that characterize affective disorders are their episodic nature and suicidality. In the last 2 years suicide has been the 11th leading cause of death, surpassing HIV infection (Hoyert et al., 2001). In 1999, there were 29,199 self-inflicted fatalities in the U.S., a rate of one suicide every 18 minutes. Suicide is the third leading cause of death among young people in the U.S. (Hoyert et al., 2001). Depressive disorders are associated with about 80% of suicidal events. Suicide attempts have been reported in about 25% of bipolar patients, with suicide success rates of about 15%. A strong predictor of suicide is at least one previous suicide attempt in the history of the patient, which increases the mortality risk to 100 to 140 times that of the general population (Ahrens et al., 1995). Depression increases mortality significantly through suicide, but also by accidents and exacerbation of medical illness.
Abnormalities in monoaminergic systems affecting norepinephrine, serotonin, and dopamine have been found in depressive states (Stahl, 2000). Research indicates reduced cerebrospinal fluid and urinary concentrations of metabolites, decreased plasma precursor concentrations, and clinical effectiveness of drugs that increase monoamine neurotransmission in depressed patients (Charney, 1998). Recently, it has been shown that a deficiency in the mesocorticolimbic dopamine transmission system is specifically related to the symptoms of depressive disorders, consisting of decreased experience of pleasure or interest in previously enjoyed activities (Naranjo et al., 2001; Cardenas et al., 2002).

Simplistic mechanistic interpretations based on monoamine deficiency are precluded by findings that show a significant delay of the onset of the action of antidepressant agents, despite initially increasing monoamine levels (Blier and de Montigny, 1998). In order to explain such a delay in antidepressant action, some authors have postulated the so-called neurotransmitter receptor hypothesis, which holds that an up-regulation of postsynaptic monoamine receptors is involved in depression, as a consequence of monoaminergic depletion (Blier and de Montigny, 1998). According to this hypothesis, therapeutic effects of antidepressants are delayed since some time is needed to reverse the up-regulation of monoamine receptors. Direct evidence for this theory is generally lacking, although modifications of receptor density have been found in depressive patients, mainly in postmortem studies (Mendelson, 2000).

Recently, this theory has been changed to a signal transduction pathway dysfunction of the monoamine receptors. A deficiency in the second and third messenger systems could lead to a deficient cellular response and, consequently, to a dysfunction of monoamine neurotransmission. The most relevant finding supporting this theory is that long-term antidepressant administration increases basal and stimulated adenylyl cyclase activity, increases c-AMP-dependent phosphorylation, and increases CREB levels (Duman et al., 1997; Chen et al., 1999; Young et al., 2002).

Other neurotransmitter systems have been implicated in the neurobiology of depression, such as GABA, acetylcholine, corticotropin-releasing factor (CRF), somatostatin, and neuropeptide Y (NPY). GABA is a major inhibitory neurotransmitter in the brain. Decreased GABAergic neurotransmission may constitute a component in the cascade of biochemical events associated with depressive disorders (Petty, 1995). Corticotropin-releasing factor is a peptide found both in the hypothalamus and in extrahypothalamic systems, such as forebrain limbic areas and brainstem nuclei. Nemeroff et al. (1991) found that depressed individuals and suicide victims exhibited elevated cerebrospinal fluid CRF levels compared with controls. Also, electroconvulsive therapy and chronic fluoxetine treatment decreased cerebrospinal fluid CRF levels.

Neuropeptide Y is a peptide widely distributed in the central nervous system and has been implicated in depression. Decreased cerebrospinal fluid NPY levels have been observed in depressed individuals compared with controls (Gjerris et al., 1992). Somatostatin, another peptide that is widely distributed in the brain, interacts with several neurotransmitter systems and has been implicated in depression through decreased cerebrospinal fluid levels (Pazzaglia et al., 1995).

Pharmacological Treatment
A wide range of antidepressants are now available, including tricyclic antidepressants (TCAs), monoamine oxidase inhibitors (MAOIs), reversible monoamine oxidase inhibitors (RIMAs), selective serotonin reuptake inhibitors (SSRIs), selective norepinephrine reuptake inhibitors (SNRI), serotonin and norepinephrine reuptake inhibitors (SNRIs), norepinephrine and dopamine reuptake inhibitor (bupropion), and atypical antidepressants such as mirtazapine and trazodone. New antidepressants are more selective than TCAs, are generally as effective as TCAs in the treatment of major depression, and have an improved side-effect profile (Stahl, 2000). Caffeine is not accepted as standard pharmacological treatment for mood disorders; nevertheless, it is probable that some
individuals could use it as an antidepressant in the first stages of the illness. Unfortunately, no controlled clinical trials have been done testing the usefulness of MTX in depressive symptomatology.

CAFFEINE, MOOD, MOOD DISORDERS, AND SCHIZOPHRENIA

CAFFEINE AND MOOD

To understand the euthymic effect of caffeine and its possible beneficial effects in affective disorders, it will be helpful to review its mechanism of action (Chapter 1 of this book) and to take into account that many of these mechanisms overlap with the mechanism of action of current antidepressant medication.

Many biochemical actions of caffeine can reverse the abnormalities in the monoamine systems observed in depression. Caffeine’s blocking of A1 adenosine receptors may increase the levels of catecholamines and serotonin (Fredholm, 1995). In this respect, it is relevant that caffeine can increase serotonin release in limbic areas and dopamine release in the prefrontal cortex, an effect also obtained with antidepressants (Fredholm, 1995; Acquas et al., 2002).

Furthermore, caffeine is also able to inhibit phosphodiesterase, the enzyme responsible for the hydrolysis of the intracellular second messenger cyclic adenosine monophosphate (Dunlop et al., 1981), indicating that AMPc levels should be increased. Chronic antidepressant treatment has the same effects on this second messenger (Duman et al., 1997; Chen et al., 1999; Young et al., 2002).

Finally, a role for adenosine transmission has been found in depression. Adenosine receptor function in platelets is blunted in patients with major depression, suggesting that A2A receptors are down-regulated due to an excess of adenosine neurotransmission (Berk et al., 2001). Adenosine antagonists such as caffeine are potentially effective in the treatment of depression due to the increased platelet aggregation found in this disorder (Musselman et al., 1996). Indeed, adenosine agonists have been effective in the treatment of depression in animal models (Williams, 1989; Sarges et al., 1990).

The gratifying and psychostimulant effects of caffeine are supposed to be responsible for its euphorogenic effects, and diverse clinical trials support these effects on healthy volunteers. Standardized instruments exist to evaluate effects on mood, such as the Visual Analog Mood Scale (VAMS), the Profile of Mood States (POMS), the Nestlé Visual Analog Mood Scale (NVAMS), and the Stanford Sleepiness Scale (SSS), that are usually referenced in caffeine trials (Bättig and Welzl, 1993). The first studies were carried out by Goldstein’s group, and their results indicated a dose-dependent effect of caffeine on mood, suggesting that the subjective effects of caffeine are a function of caffeine-consuming habits and plasma caffeine levels (Goldstein et al., 1965, 1969). Later, Lieberman et al. (1987) showed that low doses (64 mg) can have beneficial effects on mood. Other authors indicated that doses of 100 to 300 mg could improve mood or had positive effects on mood (Leatherwood and Pollet, 1983; Griffiths et al., 1989; Stern et al., 1989). In a double-blind study that examined the effects of caffeine on mood at breakfast time (patients were given either coffee with 4 mg/kg or decaffeinated coffee), the authors found that subjects given caffeine reported that they felt more alert, more contented, more attentive, more friendly, less bored, and more sociable than those subjects given decaffeinated coffee (Smith et al., 1992). The authors of that study observed that the effects of caffeine were present over a range of times and were not modified by prior consumption of breakfast or subsequent consumption of lunch. Penetar et al. (1993), in a double-blind study with 50 healthy males, showed that caffeine at different oral doses (150, 300, or 600 mg/70 kg) produced significant alerting and long-lasting beneficial mood effects in subjects deprived of sleep for 48 h compared with placebo.

Recently, Smith et al. (1999), in a randomized controlled trial with 144 subjects, found that the volunteers of a group that consumed breakfast cereal and caffeinated coffee had more positive mood and less fatigue than those in a group that ate no breakfast and consumed decaffeinated coffee.
Quinlan et al. (2000), in a randomized full crossover study, gave 17 subjects varying doses of caffeine after overnight or 3-h abstention. The subjects were given tea or coffee, water, or, in the case of the controls, no beverage. The study found that, relative to consumption of hot water, consumption of coffee or tea was associated with three indicators of improved mood: increases in energetic arousal and hedonic tone and a decrease in sedation. This article completes the previous results of the same group (Quinlan et al., 1997; Hindmarch et al., 1998) and agrees with previous studies (Lieberman et al., 1987; Warburton, 1995). Lieberman et al. (2002) in a randomized clinical trial with 68 U.S. Navy volunteers exposed to severe environmental stress and sleep deprivation suggested that moderate doses of caffeine can improve mood state even in the most adverse situations.

Nevertheless, the effect of caffeine withdrawal on mood responses to caffeine intake is also disputed, and some authors have suggested that reversal of caffeine withdrawal is a major component of the effects of caffeine on mood (James, 1998; Lane et al., 1998; Yeomans et al., 2002). Other authors disagree with this view and have found positive effects on mood in subjects that were not in caffeine withdrawal (Warburton et al., 2001). Brice and Smith (2002) compared a realistic drinking regimen (multiple small doses, 4 × 65 mg over a 5-h period) with a single large dose (200 mg) to evaluate the effects of caffeine doses on mood. Their results suggested that there are no differences between these two caffeine dosages. At low doses the effects of caffeine on mood do not appear to be strongly dose-dependent (Lieberman et al., 1987), but at high doses (400 to 500 mg) the mood benefits of caffeine can be reversed, leading to increases in tension and anxiety (Loke, 1988). Also, a few studies have shown that caffeine has no statistically significant effects on mood or that it has negative effects on mood (Svensson et al., 1980; Estler, 1982; Kuznicki and Turner, 1985; Loke et al., 1985; Loke, 1988; Herz, 1999).

Caffeine, like taurine in energy drinks, is progressively being introduced into a wide variety of new beverages. In a recent study, moderate doses of caffeine and taurine improved mood in subjects who were not in caffeine withdrawal (Warburton et al., 2001).

Caffeine, Mood Disorders, and Schizophrenia

It is well established that psychiatric populations consume a large amount of caffeine and nicotine, as much as two to three times more than the general population (Worthington et al., 1996). This can be interpreted on the basis of the self-medication theory, which postulates that the consumption of some substances can be explained as self-treatment in accordance with previous psychopathological symptoms (Khintzian, 1985).

In this respect, caffeine is a weak reinforcer that could, to some extent, reduce the anhedonia present in depressive states (Naranjo et al., 2001; Cardenas et al., 2002). Nevertheless, although several authors have suggested that caffeine could act as a weak, temporary antidepressant drug (Neil et al., 1978; Leibenluft et al., 1993) its specific effects on depressive patients have yet to be clarified.

Caffeine consumption did not worsen the response to antidepressants in outpatients with major depressive disorders (Worthington et al., 1996). In a prospective study, the extent of caffeine consumption at baseline was a significantly positive predictor of improvement in somatic symptoms and hostility, as measured by the change in symptoms questionnaire scale scores after 8 weeks of treatment with 20 mg/d of fluoxetine (Worthington et al., 1996). Leibenluft et al. (1993) examined the relationship between depressive symptoms and the self-reported use of caffeine in 26 normal volunteers and four groups of psychiatric outpatients (35 subjects with major depression, 117 patients with seasonal affective disorder, 16 patients with alcohol dependence, and 24 patients with comorbid primary depression and secondary alcohol dependence). They found that patients of all diagnostic groups were more likely than normal volunteers to report using caffeine in response to depressive symptoms. Also, no difference in caffeine use between patient groups was observed. Other studies that have examined the relationship between caffeine consumption and depressive symptomatology have observed more frequent caffeine abuse among patients with comorbid obsessive-compulsive disorder (OCD) and bipolar disorder than among nonbipolar OCD patients (Perugi...
et al., 1997) and have found early-age use of caffeine among patients with substance-related disorders and dysthymia (Eames et al., 1998).

A few clinical case reports associate caffeine intake with an exacerbation of manic symptoms (Machado-Vieira et al., 2001) as has been found with antidepressants. Furthermore, two older studies indicate that a higher level of depression is directly related to the amount of caffeine intake among both college students (Gilliland and Andress, 1981) and psychiatric inpatients (Greden et al., 1978), groups with greater consumption than that of subjects that reported the highest depression scores. Recently, Lande and Labbate (1998) in a study that examined plasma caffeine concentrations in new psychiatric outpatients found that caffeine use was significantly correlated with Beck Depression Inventory (BDI) scores but not significantly correlated with State-Trait Anxiety Inventory (STAI) scores and that there were no significant correlations between plasma caffeine concentration and reported caffeine use and BDI or STAI scores. They suggest that caffeine may be responsible for anxious or depressive symptoms, although this contribution may be modest and only result from excessive use. Tanskanen et al. (2000) indicated that heavy coffee drinking (seven or more cups/day) may be associated with higher rates of suicide.

Kawachi et al. (1996) carried out a prospective 10-year follow-up study to examine the relationship of caffeine intake to risk of death from suicide. They found an inverse correlation between coffee drinking and suicide in a cohort of 86,626 female registered nurses, and the authors attributed their results to the mood-elevating effect of coffee. Also, a strong inverse association has been reported between daily coffee intake and risk of suicide in a prospective 8-year follow-up study of 128,934 subjects (Klatsky et al., 1993).

Caffeine consumption is particularly elevated among schizophrenic patients, of whom about 80% consume nicotine and 38% have been observed to consume more than 555 mg of coffee a day (the equivalent of about five to six cups per day) (Mayo et al., 1993; Hughes et al., 1998). The first studies involving the use of caffeine in schizophrenic patients focused on the possible negative effects on this population (De Freitas and Schwartz, 1979). However, Koczapski et al. (1989) found that caffeinated coffee did not impair the behavior of 33 schizophrenic inpatients compared with decaffeinated coffee. Mayo et al. (1993), in a double-blind crossover study of 26 long-stay schizophrenic patients, found that consumption of caffeine did not increase anxiety or depression levels. In that study, the investigators measured serum caffeine levels to confirm compliance when the wards changed to decaffeinated products, and no significant changes in level of anxiety and depression were observed. The elevated caffeine consumption among schizophrenic patients has also been correlated with an improvement of negative symptoms (Lucas et al., 1990). In this experimental study carried out with 13 schizophrenic subjects who had been caffeine-free for 6 weeks, caffeine was administered intravenously (10 mg per kg of body weight). Results show that caffeine improved negative symptoms, such as mood, but did not increase anxiety scores among these patients.

CAFFEINE AND PSYCHOTROPIC MEDICATION

A possible potential limitation of the therapeutic effects of caffeine in depressive patients is the metabolic interactions between caffeine and antidepressant drugs. The polycyclic aromatic hydrocarbon-inducible cytochrome P450, CYP1A2 participates in the metabolism of caffeine as well as in certain selective serotonin reuptake inhibitor drugs (Yoshimura et al., 2002). This metabolic enzyme is inhibited by the administration of fluvoxamine and the metabolism of caffeine is decreased, followed by the appearance of toxic effects such as seizures, delirium, and increases in heart rate (Carrillo and Benitez, 2000; Yoshimura et al., 2002). The clearance of caffeine decreased by 80% and its half-life increased by 500% during concomitant intake of fluvoxamine (Jeppesen et al., 1996). Spigset (1998) suggested that many of the adverse drug reactions traditionally attributed to fluvoxamine are in fact caffeine-related symptoms of toxicity as a consequence of inhibition by fluvoxamine of the metabolism of caffeine from dietary sources. Fluoxetine, parox-
etine, and sertraline also inhibit CYP-1A2, but to a lesser degree than fluvoxamine (Carrillo and Benítez, 2000).

Antipsychotics are usually used to treat bipolar disorders and psychotic depressive episodes. Diverse interactions between antipsychotics and constituents of caffeinated beverages have been observed, indicating that caffeine interferes with the therapeutic effect of such drugs. One explanation is that consumption of phenothiazines (a chemical antipsychotic group) with coffee or tea causes the formation of precipitates that could inactivate oral doses of the drug, but the clinical significance of this finding remains unclear (Hirsch, 1979). Another explanation is the competitive pharmacokinetic interaction between antipsychotics and caffeine at the CYP1A2 enzyme level. Clozapine was the first marketed antipsychotic drug labeled as atypical. Caffeine seems to show competitive inhibition of clozapine metabolism and could alter plasma clozapine concentrations and then precipitate adverse effects (Carrillo and Benítez, 2000). Olanzapine, another atypical antipsychotic, may significantly impair the clearance of caffeine, mainly through CYP1A2 inhibition (Carrillo and Benítez, 2000). Nevertheless, a beneficial effect of MTX in psychotic patients taking classic neuroleptics has also been described; decreasing extrapyramidal side effects in these instances help justify the self-medication hypothesis (Casas et al., 1988, 1989a,b).

Lithium is the first-line treatment for the management of acute mania and the prophylaxis of bipolar disorder. Lithium also has the narrowest gap between therapeutic and toxic concentrations of any drug routinely prescribed in psychiatric medicine. Caffeine can modify renal lithium clearance and thus affect serum lithium concentrations (Carrillo and Benítez, 2000). It has been suggested that caffeine intake increases lithium excretion rates, and caffeine withdrawal has been documented to increase serum lithium concentrations by an average of 24% (Mester et al., 1995).

CONCLUSIONS

Although caffeine does not produce a clearly defined effect on mood, positive findings of significant mood effects are more numerous than negative findings. These contradictory results can be explained by different trial methodologies, different criteria for including or excluding subjects, acute or chronic caffeine intake, different caffeine dosages, and caffeine withdrawal effects. Further studies are necessary to clarify the potential antidepressant properties of caffeine; nevertheless, it is possible that caffeine and other methylxanthines could have clinical efficacy in some disorders that involve brain monoamine dysfunction. At present we can accept that habitual caffeine consumption can clearly improve mood and not worsen depressive disorder, but very high caffeine doses can impair mood disorders. Finally, it is necessary to point out that potential limitations of the therapeutic effects of caffeine in depressive patients are metabolic interactions between caffeine and antidepressant drugs.
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INTRODUCTION

The use of caffeine-containing drinks and food is a widespread habit in our modern culture. In Western societies people tend to start regular consumption of coffee or black tea before adulthood, and the total amount of intake remains relatively stable until old age (Hameleers et al., 2000). It is well established that caffeine, the main psychoactive ingredient present in these beverages, has a mild stimulating effect on the central nervous system (Smith, 2002a). Acute effects of caffeine have typically been documented in the domains of vigilance, (selective) attention, and information processing speed (Riedel and Jolles, 1996). The acute effects of caffeine are related to the adenosine-A$_1$ and A$_2A$ antagonism of caffeine in the brain, which in turn stimulates the release and turnover of several central neurotransmitter substances, including acetylcholine and noradrenaline (Nehlig et al., 1992; Fredholm et al., 1999). The distribution of adenosine receptors is widespread in the human brain, but receptor sites are particularly abundant in some areas that are involved in higher-order processes (e.g., the hippocampus, a brain structure that is critical for memory formation).

Caffeine appears to be metabolized similarly in young and old individuals (Blanchard and Sawers, 1983). However, due to the lower lean body mass in older people, the bioavailability of caffeine in this group may be higher and may lead to higher blood and tissue concentrations. Although the metabolism of and the physiological response to caffeine is relatively independent of age, there may be age-related differences in the sensitivity to this compound in some organ systems, including the brain (Massey, 1998). Unfortunately, studies on the behavioral effects of caffeine have generally been performed in young to middle-aged, healthy individuals, which may complicate the interpretation of results in an aging context.

The purpose of this chapter is to summarize the literature on the age-dependency in the relationship between caffeine use and cognitive function, with special reference to caffeine’s...
potential to prevent, postpone, or counteract age-related decline of such functions, as part of the aging process. To this end we will start with describing some of the hallmarks of usual cognitive aging and the way in which nutrition and health-related factors are involved in mediating the change of cognitive skills over time. Next, based on the available literature to date, we will evaluate the potential of habitual caffeine use to prevent age-related cognitive decline. Finally, the acute effects of coffee or caffeine use are discussed in an aging perspective.

COGNITIVE AGING

Age-associated cognitive decline (AACD) is generally considered an inevitable consequence of the normal aging process (Jolles et al., 1995b). If the efficiency in brain function is defined in terms of neurocognitive abilities, it is well established that calendar age almost linearly predicts reduced performance in virtually every cognitive domain (Schaie, 1994; Reischies, 1998). In the course of adult life the acquisition and processing of new information becomes less efficient and, in combination with a reduced capacity to retain information, this mechanism leads to lower levels of explicit memory function. In addition, processes related to attention and strategy use tend to deteriorate in older persons, albeit at a slower pace (Jolles et al., 1995b). An important common denominator in this observed decline within cognitive domains is a robust reduction in basic information processing speed (Salthouse, 1992). For example, age-related differences in working memory performance (a memory domain that is considered important for the ongoing buffering and manipulation of task-related information) are to a large extent accounted for by individual differences in basic information processing speed (Salthouse, 1994).

Apart from this gradual decline, another frequently observed phenomenon in cognitive aging studies is an increase in between-individual variance as a function of age. One of the core issues in cognitive gerontology is to identify factors that may account for these cognitive differences between age peers, particularly those that may be amenable to intervention strategies. On the other hand, it appears that in every random population sample, individuals can be identified within a specific age-decade who function at the cognitive level of young and healthy adults. Such individuals have been characterized as aging “successfully,” as opposed to the term “usual” used for those who follow a trajectory of gradual decline, and “pathological” for those in whom loss of function has resulted in a progressive loss of independence and, ultimately, in a dementia syndrome (Rowe and Kahn, 1987).

The complex neurobiological mechanisms behind AACD and the age-related increase in performance variability are still far from elucidated, but genetic and health-related factors have been implicated to account for some of the individual differences. For example, vascular risk factors such as chronically elevated blood pressure, unfavorable fatty acid profile, or diabetes have consistently been associated with reduced efficiency of the central nervous system, particularly in older persons, both in cross-sectional and longitudinal population studies (e.g., Van Boxtel et al., 1998; Meyer et al., 2000). Indeed, the prevalence of disease in other organ systems rises sharply after the age of 40 has been reached (Van Boxtel et al., 1998). Many of these pathological conditions may add to the metabolic burden on the cognitive system in old age, including disorders of kidney, liver, thyroid or pulmonary function (Tarter et al., 1988). Apart from the effect of overt diseases, there now is good ground to assume that a healthy lifestyle, including adequate aerobic training (Buchner et al., 1992), abstinence from smoking, moderate drinking habits (Kalmijn et al., 2002), and a healthy diet rich in micronutrients and vitamins (Riedel and Jorissen, 1998) will promote better cognitive functioning in older individuals. Many of the identified health-related factors that affect the cognitive aging process are modulated by the presence of genetic factors, of which the apolipoprotein E (particularly Apo-E4) genotype has the most important impact (Haan et al., 1999). Apo-E4 is a “susceptibility gene” that proportionally increases the risk of early cognitive decline (mild cognitive impairment, or MCI, a borderline state between normal aging and dementia) and Alzheimer’s disease in population studies (Smith, 2002b).
Thus, the neurobiological basis of age-related cognitive decline is a complex interplay between genes and environment. It has been suggested that there may be ways to intervene in the health behavior of individuals in order to promote a better “offset” in cognitive reserve capacity. Due to the psychoactive properties of caffeine, in many acute-dose studies this compound has been found to be a potential cognitive enhancer that may ameliorate age-related cognitive decline to some degree (Riedel and Jolles, 1996). Cognitive enhancers are a pharmacologically heterogeneous group of compounds (e.g., neuropeptides and cholinergic and monoaminergic agents) that can improve performance in at least one domain of cognitive performance. It is clear from the previous discussion that the beneficial impact of such compounds on the cognitive aging process is largest when they improve basic neurobiological processes that underpin the efficiency of performance in a wide array of cognitive domains. From this theoretical perspective, compounds that improve attentional processes or basic speed of information processing are the most promising in the prevention of AACD in usual aging (Jolles et al., 1995b).

As stated, caffeine is a mild central nervous system stimulant and its use is widespread, which makes the study of the effects of habitual caffeine use on cognitive aging an interesting public health issue.

CAFFEINE CONSUMPTION HABITS AND AGE

Before turning to the literature on caffeine intake and cognitive function, we will first discuss some aspects of the age-dependency in coffee and caffeine use. There is evidence from population studies that the intake of caffeine is higher in younger to middle-aged adults (Jarvis, 1993; Hameleers et al., 2000), but age trends may vary among different countries. In a recent population-based Dutch study, an estimation was made of the daily caffeine intake as a function of caffeine source and calendar age (Figure 6.1) (Van Boxtel et al., 2003). An age-stratified group of 928 individuals reported their caffeine intake habits in a dedicated caffeine intake questionnaire. Average intake levels were computed based on the caffeine content, expressed in standard units of coffee, (black) tea, cola and energy drink (Van Boxtel et al., 2002). The mean overall intake ranged between 580 mg in people aged 40 (±1) years and 310 mg in 75-year-old individuals. The figure indicates that in this study the intake of caffeine in tea was relatively stable over age groups (50 to 70 mg/day). Caffeine intake in soft drink (cola) added only marginally to the overall caffeine intake and was
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substantial only in the younger age categories. Furthermore, the overall contribution of caffeine contained in modern beverages such as energy drinks was almost negligible. In this study the intake of coffee, as the major source of caffeine in the diet, was relatively stable over the follow-up period of 6 years. The proportion of individuals who did not change their coffee intake ranged between 68% (30 to 47 years) and 83% (65 to 87 years). The reasons that 15 to 18% of the respondents (depending on their age group) cut coffee consumption in the past 6 years were related to general health (43%), cardiovascular complaints (8%), sleeping complaints (10%), or other concerns (48%). There were no clear age trends in the reasons to reduce intake. The majority of this population (61%) started drinking coffee before the age of 15, and the reported peak intake of coffee was most often between 21 and 30 years.

In a large sample taken from a U.K. population (N = 7414), a strong inverse relationship was found between the average intake of coffee and tea (Jarvis, 1993). In that study, a higher intake of coffee was not only associated with younger age, but also with perceived better health, higher educational level or social class, higher consumption of cigarettes and alcohol, and lower use of tranquilizers. These findings indicate that careful control for possible confounding variables may be necessary when habitual caffeine use is studied in relation to cognitive performance variables.

CAFFEINE INTAKE AND AGE-RELATED DIFFERENCES IN COGNITIVE FUNCTION

The majority of experimental studies have focused on the effects of caffeine use on cognition in terms of performance measures. The literature on how individuals perceive the psychotropic effects of caffeine, or coffee, still is limited. In a small, placebo-controlled acute-dose study in six younger (18 to 37 years) and six older (65 to 75 years) individuals, the younger group reported higher levels of alertness, calmness, interest, and steadiness on visual analog scales after the ingestion of 200 mg of caffeine (Swift and Tiplady, 1988). The authors of that study hypothesized in their discussion that older persons may be less able to report the subjective effects of psychoactive compounds. In one aging study (Van Boxtel et al., 2002) participants in different age groups were asked their opinion on several statements about the effects of coffee on behavior and cognition (Table 6.1). The analyses revealed that there was no strong agreement in this sample on statements about a positive effect of coffee consumption on memory, attention, or general performance (range 5 to 9%). More specifically, there were no significant trends in this opinion over the three age groups that were addressed. A larger proportion of participants agreed that coffee can be used to “wake up” (15%); this opinion was more prevalent in the younger group (30 to 47 years). Still, the majority of the respondents disagreed with the statements about positive effects of coffee use on cognitive functioning. These observations, therefore, make it unlikely that a substantial proportion of coffee users drink coffee in order to boost their individual performance.

Furthermore, there is no strong evidence to suggest that there are substantial differences over age groups in the awareness of the effects of habitual coffee or caffeine use on behavior.

HABITUAL CAFFEINE INTAKE STUDIES

Epidemiological evidence for a protective effect of habitual caffeine use on functional brain integrity comes from a recent study into factors associated with a reduced chance of Alzheimer’s disease (AD) (Maia and De Mendonca, 2002). A group of 54 patients with probable AD were matched for age and sex with cognitively intact controls. The average daily consumption in the 20 years preceding the diagnosis of AD was 94 mg in the AD patient group and 199 mg in a comparable life episode in the control individuals. The odds ratio in a logistic regression analysis was 0.40 (CI 0.25 to 0.67), indicating a lower risk of AD in conjunction with higher caffeine intake levels. However, retrospective studies are often confounded and identified differences in coffee consump-
tion may have been the result of report bias, or a behavioral adaptation to the cognitive decline that patients were confronted with. Two population-based studies have specifically addressed the relationship between habitual caffeine intake and cognitive performance in a cross-sectional setting (Jarvis, 1993; Hameleers et al., 2000); the group of Hameleers et al. (2000) recently extended their earlier findings with a longitudinal follow-up of their participants after 6 years (Van Boxtel et al., 2003). Both studies were based on the premise that caffeine’s effects on cognitive performance do

\[ \text{TABLE 6.1} \]

Reported Opinions about Statements Regarding the Behavioral Effects of Coffee (%) by Levels of Age and Sex (N = 919)

<table>
<thead>
<tr>
<th>Statement Category</th>
<th>Missing</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Neither Agree Nor Disagree</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>I drink coffee to wake up</td>
<td>30–47 yr</td>
<td>0</td>
<td>7</td>
<td>13</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>50–62 yr</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>12</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>65–87 yr*</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>14</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>2</td>
<td>3</td>
<td>10</td>
<td>11</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>3</td>
<td>7</td>
<td>9</td>
<td>14</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>Coffee is bad for my health</td>
<td>30–47 yr</td>
<td>0</td>
<td>2</td>
<td>16</td>
<td>43</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>50–62 yr</td>
<td>1</td>
<td>3</td>
<td>13</td>
<td>42</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>65–87 yr</td>
<td>5</td>
<td>2</td>
<td>9</td>
<td>39</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>1</td>
<td>2</td>
<td>12</td>
<td>44</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>3</td>
<td>2</td>
<td>13</td>
<td>38</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>41</td>
<td>31</td>
</tr>
<tr>
<td>Coffee improves my memory</td>
<td>30–47 yr</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>42</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>50–62 yr</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>42</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>65–87 yr</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>34</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>45</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>39</td>
<td>30</td>
</tr>
<tr>
<td>I perform worse without coffee</td>
<td>30–47 yr</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>18</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>50–62 yr</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>19</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>65–87 yr</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>22</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>20</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>20</td>
<td>32</td>
</tr>
<tr>
<td>I can concentrate better with coffee</td>
<td>30–47 yr</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>50–62 yr</td>
<td>2</td>
<td>1</td>
<td>10</td>
<td>23</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>65–87 yr</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>26</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>27</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>26</td>
<td>32</td>
</tr>
</tbody>
</table>

*p < .05 (chi² test for trend).
not wear off in long-term users and that older caffeine consumers benefit more from regular caffeine intake than younger individuals. The first study was performed in the U.K. as part of the Health and Lifestyle Survey in 7414 adults. All participants were interviewed about their average daily intake of coffee and tea. This information was translated into the average number of standard caffeine units per day, a value ranging from 0 to 8, in which the weight of one tea unit was half that of one coffee unit. Four cognitive tests were administered by a research nurse during a home visit: simple reaction time, choice reaction time, (delayed) incidental verbal memory, and visuospatial reasoning. All subsequent analyses were controlled for several background variables that were related to caffeine use, cognitive measures, or both: age; sex; social class; housing tenure; educational level; the use of alcohol, cigarettes, or tranquilizers; retirement; disablement; and perceived health. After controlling for these variables and, in addition, for the caffeine consumed in tea, a significant trend was found between better performance on all four cognitive measures and a higher coffee consumption. The same trends were found in models of simple reaction time and visuospatial reasoning when tea was used as a primary predictor of performance while controlling for coffee use and the other background characteristics. Again, all dose-related trends were apparent in all neurocognitive measures when an overall estimate of caffeine intake was used as predictor of performance. In addition, significant age by caffeine intake interactions were identified in all but one (visuospatial reasoning) cognitive measure, characterized by a stronger positive association between caffeine intake and performance in the oldest group (55+) than in both younger groups (16 to 34 and 35 to 54, respectively). These results were interpreted as being indicative that tolerance to the performance-enhancing effects of caffeine had not developed. The dose-effect relationship was considered the result of a general performance boost, mediated by an improvement of arousal or vigilance. It was suggested that the age by intake interactions could be the result of older people performing more below their own maximum level of performance than the younger participants, so they were able to gain more from a pharmacological agent that promotes their alertness. Although this study was the first to demonstrate the positive relationship between habitual caffeine intake and cognitive performance, it has also been criticized for the fact that the habitual users in the study may have been performing below their usual level due to caffeine withdrawal effects (James, 1994; Rogers and Demoncourt, 1998).

A second study devoted to habitual caffeine use and cognition (Hameleers et al., 2000) was part of a larger Dutch research program into determinants of cognitive aging, the Maastricht Aging Study (or MAAS; Jolles et al., 1995a). It was designed to replicate the findings of Jarvis (1993), using a more rigorous control of testing conditions: all tests were administered in a behavioral laboratory. In addition, effects of caffeine withdrawal were controlled for by allowing participants to drink coffee ad libitum. A group of 1875 individuals stratified for age (24 to 81 years), sex, and level of occupational achievement were questioned about their usual coffee and tea intake and took part in an extensive neurocognitive test battery. Control variables were taken from the Jarvis (1993) study: education, sex, (actual) smoking, alcohol use, perceived health, housing tenure, and occupation (blue/white collar). The positive association between estimates of motor choice reaction time (simple and complex conditions; movement times) and verbal memory performance (delayed recall) on the one hand, and the daily consumed number of caffeine units on the other, was again apparent in this data set but was smaller than that reported by Jarvis (1993). In addition, a dose-effect relationship was found between movement time in the choice reaction time task and caffeine intake level. However, no linear effects were found on other cognitive measures, including those related to planning (verbal fluency) and cognitive flexibility (concept shifting test, Stroop Color and Word interference Test). Furthermore, the authors could not demonstrate interactions between age and caffeine intake, which suggested that caffeine intake effects were not differential over age groups. Thus, in both population-based studies, small associations between habitual caffeine intake and motor performance were recorded. It may be argued, however, that acute effects of caffeine (either in the acute phase of action or during decreasing blood levels, in this case withdrawal) are, at least to some extent, responsible for the associations that were found on both occasions. This issue was
recently addressed by the latter research group (Van Boxtel et al., 2003). They focused on the longitudinal effects of habitual caffeine intake levels at baseline on cognitive performance in the group of 1376 participants who were available for a follow-up measurement after 6 years. Apart from the control variables that were identical to those used in the cross-sectional analyses, additional control for baseline performance was made in the regression models for cognitive performance at follow-up. Again, the movement times of both the simple and complex conditions of a choice reaction time task were related to caffeine intake, accounting for an additional explained variance of less than 1%. No associations between baseline intake and all other performance measures (including verbal memory) that were used in the cross-sectional study reached statistical significance.

Both discussed population studies may have been hampered by the fact that the estimation of habitual caffeine intake was, to some extent, inaccurate. No distinction was made for the use of decaffeinated coffee, or herbal tea, which both contain substantially lower amounts of caffeine. Furthermore, the close interplay between caffeine intake habits and other sociodemographic or lifestyle characteristics can in part attenuate the strength of the found associations. In either case, these associations will be an underestimation of the true relationship between habitual caffeine intake and cognitive performance measures. However, the relationship found so far is weak, and from a public health standpoint it seems unwarranted to promote the use of caffeine-containing beverages in order to prevent or postpone age-related cognitive decline.

**CAFFEINE, AGE, AND AROUSAL**

An alternative role for caffeine in combating age-related cognitive decline may lie in the *restoration*, rather than the prevention, of diminished performance through its acute effects on cognition. The effects of acute caffeine intake on mental performance have been documented in numerous research papers (for an extensive overview see Smith, 2002a), and although the effects may vary depending on the conditions of the subjects (e.g., arousal level), task characteristics (e.g., complexity, duration), and experimental design (e.g., caffeine dosage), caffeine intake predominantly has beneficial effects on cognitive performance. Caffeine is a mild stimulant and hence its cognition-enhancing effects are most pronounced when performance is somehow degraded due to a lowering of energetic resources (arousal), for example, due to fatigue, sleep deprivation, prolonged mental activity, or use of sedating psychoactive compounds.

Energetic resources also diminish with increasing age (Salthouse, 1988), as well as the speed of information processing (Cerella, 1990; Salthouse, 1992, 1994). These mechanisms are thought to underlie at least part of the cognitive impairments seen in the aging individual, as pointed out above. Given caffeine’s well-known stimulant effects (Smith et al., 1999), an interaction between caffeine and age may be mediated by arousal-related mechanisms and, as such, caffeine could serve as a nutritional tool to counteract age-related cognitive decline.

The relationship between level of arousal and cognitive performance is not a linear one. Performance of a certain task is optimal at a specific arousal level, and deviation from this point may lead to either under- or overarousal and consequently to suboptimal performance (see Watters et al., 1997; Anderson et al., 1989). The relationship between arousal and task performance thus follows an inverted, U-shaped curve (Figure 6.2), which is described by the Yerkes-Dodson Law (Yerkes and Dodson, 1908). Furthermore, the optimal arousal level is thought to vary between different cognitive tasks. In short, the optimal level is considered to be higher for “easier” tasks, whereas the optimal level of arousal is low for more complex cognitive tasks. In other words, the U-shaped curve shifts towards the left with increasing task complexity (Anderson et al., 1989; Watters et al., 1997).

The arousal–task performance theory is supported by experiments showing that caffeine’s effects on a specific task depend on the caffeine dosage and thus on the level of arousal increment. For example, Hasenfratz and Bättig (1994) have demonstrated that the performance of young volunteers on a rapid information processing task improved with a caffeine dose of 1.5 mg/kg,
whereas the effect progressively wore off with higher dosages of 3 and 6 mg/kg. A similar pattern was found for a continuous attention task in elderly subjects (Bryant et al., 1998). In that study, maximum improvement was achieved at the lowest dose (mean peak plasma concentration of 4.4 mg/L, average dose of 116 mg caffeine) and performance tended to revert to placebo scores with a higher (approximately double) dose. Loke (1988) showed that memory span increased with low (162 mg) but not with high (325 mg) caffeine doses. In a series of experiments Watters et al. (1997) confirmed the inverted-U hypothesis in a dose range of 0 to 600 mg of caffeine for a number of tasks requiring numerical and alphabetical manipulation. For these tasks, performance was optimal after the administration of 400 mg of caffeine. The task difficulty hypothesis has been proven to be more difficult to confirm, not least because it is quite difficult to justify the labeling of a task as “difficult” or “easy” (Anderson et al., 1989; Watters et al., 1997). Nevertheless, in accordance with the task difficulty hypothesis, performance of “simpler” tasks, such as reaction time tests, is more likely to benefit from the activating effects of caffeine, whereas caffeine may diminish performance in more complex tasks due to overarousal.

As energetic resources decrease with age, elderly may find themselves in a state of underarousal in an increasing number of instances of cognitive demand. In this respect, aging can be compared to other states of low arousal, for example, due to fatigue or sleep deprivation. Under such conditions, caffeine may increase arousal to a level closer to the optimum, and thus improve performance. From this premise, two mediating factors are important to consider. The first is the baseline arousal level in relation to the optimal level for a specific task. Since this optimum may vary depending upon task complexity, individuals may invest more or less of their available energetic resources to meet specific task demands. Thus, in case of declining arousal the level of performance may be maintained by the investment of spare energetic resources. In other words, the task requires more effort. The second mediating factor relates to the extent of the arousal enhancement by caffeine. The latter is mostly dependent upon caffeine dosage, although it is known that many factors may influence the pharmacokinetic properties of caffeine, and thus the brain availability. For example, cigarette smoking, use of oral contraceptives, and pregnancy may significantly prolong caffeine clearance (Fredholm et al., 1999). Importantly, the bioavailability of caffeine appears to be largely unaffected by age and the pharmacokinetic characteristics of caffeine do not differ between adult age groups (Blanchard and Sawers, 1983; Massey, 1998).

The baseline arousal level combined with the caffeine-induced shift in arousal ultimately determines the position on the U-curve. Young subjects are more susceptible to caffeine-induced overactivation because they are already operating close to an optimal arousal level. As is illustrated in Figure 6.2, a similar increase in arousal may produce impairment in young subjects (due to overactivation), but it may improve performance in the elderly. Furthermore, following this line of reasoning, it may be predicted that young subjects are more likely to experience cognitive improve-
ment with lower caffeine dosages, whereas elderly subjects may benefit predominantly from higher caffeine dosages.

**ACUTE CAFFEINE EFFECTS IN OLDER PERSONS**

The following section will discuss the experimental findings relating to the cognitive effects of acute caffeine intake in the elderly with special regard to the possible relationship between dosage and age. The vast majority of our knowledge on the acute behavioral effects of caffeine is based on experiments with young or, at best, middle-aged subjects. Surprisingly few studies have investigated the acute cognitive effects of caffeine in an elderly population, and only a handful have actually compared effects across various age groups.

The majority of studies that have compared age groups have indeed shown that caffeine’s effects may differ across the adult life span. Swift and Tiplady (1988) compared the cognitive effects of 200 mg of caffeine in a group of young (18 to 37 years) and elderly (65 to 75 years) subjects. In young subjects caffeine improved only simple movement speed (tapping task), whereas the elderly benefited from caffeine administration on more complex tasks (i.e., choice reaction time and continuous attention) for which performance was initially reduced due to aging. Lorist et al. (1995) examined the effects of 250 mg of caffeine on event related potentials (ERPs) in young (18 to 23 years) and older (60 to 72 years) volunteers. Their ERP data showed that the caffeine-induced increase in the availability of energetic resources for task performance was similar in young and elderly persons. This may be interpreted as evidence that the central pharmacodynamic (stimulatory) effects of caffeine remain stable across age groups. Interestingly, on a behavioral level, caffeine was able to counteract an age-related decline in stimulus evaluation during an attention/working memory task.

Rees et al. (1999) also found differential acute effects of 250 mg of caffeine in elderly (50 to 65 years) vs. young (20 to 25 years) subjects. Young subjects improved their performance predominantly on psychomotor parameters, such as tapping, simple reaction time, and response speed, while in the elderly subjects more complex cognitive functions were also improved by caffeine, including focused attention, symbol copying, and learning. Of interest is that the caffeine-induced improvements in the older participants often reflected a reversal of a performance decrement during the test days. In other words, performance deteriorated from the first (baseline) to the second test session on the day the elderly subjects received placebo, but this decline was not seen when caffeine was administered. Apparently, the elderly were more prone to fatigue due to test procedures and caffeine was able to attenuate this fatigue. This may at least partially explain why caffeine can exert more pronounced effects in the elderly.

A possible relationship between caffeine dosage, arousal, and age is illustrated by the results from a study by Hogervorst et al. (1998). Three age groups, young (26 to 34 years), middle-aged (46 to 54 years), and elderly (66 to 74 years), received 225 mg of caffeine and performed a number of cognitive tests. It was found that caffeine administration improved short-term memory performance (one trial word learning, short-term memory scanning) in the middle-aged group but not in the young or elderly groups. In the young group, memory performance was even impaired by caffeine. The authors suggested that 250 mg of caffeine may have shifted the arousal level beyond the optimum for these tasks in young subjects but towards the optimum in middle-aged subjects. Presumably, in older participants the arousal manipulation was not potent enough to induce a detectable change in performance. This could imply that elderly would have benefited more from higher caffeine dosages, but this remains to be established. In line with the notion of a dose-dependent relationship between age and caffeine’s cognitive effects are data showing that 100 mg of caffeine was ineffective in producing performance changes in middle-aged and elderly subjects, using tasks similar to those of Hogervorst et al. (1998) (Schmitt et al., 2003).

One study (Amendola et al., 1998) failed to detect age-related differences in the effect of various dosages of caffeine on a number of neuropsychological tests measuring sustained and selective...
attention, reaction time, learning, and long-term memory. In this study 12 young (18 to 30 years) and 12 older (above 60 years) volunteers were tested after receiving 64, 128, or 256 mg of caffeine and placebo. Caffeine at the two highest doses improved performance on a vigilance task in both age groups, but no other cognitive effects were found. However, remarkably, none of the cognitive tests showed a typical age-related decline in performance, suggesting that the older group may have inadvertently consisted of a special subgroup of so-called successful aging individuals, or the study may have lacked sufficient power.

The limited amount of experimental data on possible age-related differences in the effect of caffeine does not allow definitive conclusions. However, several tentative mechanisms underlying such an effect may be identified. First, aging is associated with a decrease in baseline arousal, which provides an opportunity for a stimulating agent such as caffeine to restore arousal levels and hence facilitate cognitive functioning. This effect is even more pronounced in situations of prolonged mental activity in which the energetic resources are further depleted. In older persons, less compensatory capacity (spare energetic resources) is available, resulting in an accelerated drop in cognitive performance over time due to mental fatigue, which can be attenuated by caffeine. At present there is some, albeit very limited, evidence suggesting that older persons may benefit from relatively higher dosages of caffeine. However, the issue is far from being resolved and requires much further investigation. Ideally, this would involve testing the effects of multiple dosages in various age groups, using tasks with increasing cognitive complexity. If confirmed, from a cognition point of view it may be warranted to stimulate caffeine intake in the elderly to boost performance in task-specific situations. As pointed out earlier, caffeine intake typically increases in early adulthood, peaks during middle age, and subsequently declines with old age. Therefore, those individuals who may benefit most from the cognitive effects of caffeine may be the ones that use it the least.
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ABSTRACT

Caffeine is one of the most commonly consumed drugs in our society today. In spite of the fact that consumption of caffeine far exceeds our consumption of alcohol and tobacco, a basic understanding of caffeine’s effects during gestation and lactation is still not clear. The effects of routine maternal caffeine consumption on fetal and neonatal neurodevelopment are controversial. Although pregnant women are advised to avoid caffeine-containing drinks, many continue to consume them. Unfortunately, this is particularly true for the less educated. Furthermore, many women continue to consume caffeine-containing beverages after delivery. The results of various animal studies on caffeine cannot be extrapolated to humans due in part to the different methods of caffeine administration. When they are, they offer confusing information. Some studies also use an unrealistic amount of caffeine. In addition, for unknown reasons, certain animals might be more susceptible to caffeine’s effects than others, as permanent behavior changes may indicate. Nutritional factors also might modify caffeine’s effects. It is conceivable that caffeine exposure before fertilization could also affect neurodevelopment; thus, chronic daily caffeine intake might be deleterious for those planning to have a family. It might be safe to state that overall evidence from animal studies suggests that routine caffeine intake during critical periods of growth could exert certain detrimental effects on fetal and neonatal neurodevelopment and be one of the causes of diseases in later life.
INTRODUCTION

Caffeine has recently been added to certain foods, such as ice cream, frozen yogurt, orange juice, and even water, and it is the most popular drug of the general public, surpassing nicotine and alcohol. Many women aged 18 or older consume the caffeine equivalent of two cups (Graham, 1978; Diamond, 1983) to four cups (Weidner and Istvan, 1985) of coffee per day. An estimated 70 to 95% of pregnant women receive caffeine from various sources each day, consuming an average of 2 to 2.5 cups of coffee per day (Graham, 1978; Martin and Bracken, 1987), and heavy caffeine consumption is particularly noted among pregnant women with fewer years of formal education (Martin and Bracken, 1987). Epidemiological studies have defined a heavy coffee user as one who daily consumes more than three cups (Martin and Bracken, 1987; Febster et al., 1991), four cups (Mills et al., 1993), or five cups of coffee (Furuhashi et al., 1985). It is still controversial, however, whether commonly consumed doses of caffeine by women during pregnancy and the early neonatal period are harmful to their fetuses and infants, even though most organs, including the brain, are rapidly growing during these critical periods and the results of animal studies indicate that caffeine can affect these organs.

At the postnatal age of 12 to 13 days, the rat’s neocortex is considered to be a suitable model for studying the human neocortex around birth (Romijn et al., 1991). The ratio of embryo to maternal blood caffeine concentrations was approximately 1, indicating the free transfer of caffeine to the embryo (Kimmel et al., 1984). Caffeine also penetrates the blastocyst (Fabro and Siever, 1969) and accumulates in the fetal brain (Galli et al., 1975; Tanaka et al., 1987). In addition, caffeine diffuses readily into human and animal milk (Tyrula and Dodson, 1979; Gullberg et al., 1986) and was found in the growing brain of newborn rats (Nakamoto et al., 1988). Thus, it would not be surprising to learn that caffeine exerts presently unknown adverse effects on the normal development of the brain. The slightest changes that maternal caffeine consumption may cause during gestational and early neonatal periods of growth, which are critical periods, might result in irreversible effects in later life. In fact, the concept of fetal origins of adult disease has been discussed (Barker, 1995; Morley and Dwyer, 2001; Cooper et al., 2002), and the possibility of caffeine’s role in the fetal origins of adult disease deserves some consideration.

A recent study indicated that heavy maternal caffeine consumption is associated with sudden infant death syndrome (SIDS) (Ford et al., 1998), although others have disputed this finding (Alm et al., 1999). When caffeine (3 mg or 6 mg/100 g BW) is administered during gestation, the caffeine-exposed pups grew more slowly, resulting in smaller adults (Tye et al., 1993); therefore, the authors suggested a link between human infants with apnea of prematurity when it occurs after the first week and an increased risk for later apnea and SIDS. Long-term maternal caffeine intake during gestation increases the pontine inhibition of the brain stem, and respiratory rhythm is more pronounced (Herlenius et al., 2002). These and other studies indicate that caffeine can have immediate and long-lasting effects on neurodevelopment. Therefore, it is essential for us to understand the effects of caffeine on brain development during gestation and the early neonatal period.

CAFFEINE EXPOSURE TO ANIMALS AND ITS IMPLICATIONS FOR HUMANS

Caffeine literature has put forth confusing information on the various methods of caffeine administration and on the extrapolations of the effects of caffeine. It is also important for investigations on caffeine intake by animal models to take into account the difference between the half-life ($t^{1/2}$) of caffeine in humans and animals (Massey, 1991). In humans and animals, caffeine’s half-life in one who is pregnant differs from that in one not pregnant, and the half-life in the neonate is also different from that in the adult. Caffeine concentration in the tissue of a pregnant woman rises three times if the half-life is increased from 4 to 12 h (Knutti et al., 1981). The half-life of plasma caffeine in the rat is shorter than that in the human. Caffeine’s half-life in the adult human has
been shown to be 3.1 h (Knutti et al., 1981), 5.2 h (Bonati and Garattini, 1984), or 4 to 6 h (Oser and Ford, 1981). In contrast, in the adult rat it is 0.88 h (Bonati and Garattini, 1984) or about 1.5 to 2 h (Oser and Ford, 1981), and in the adolescent 40-day-old rat, it is 2 h (Latini et al., 1980). Our estimation of the half-life in the adult female rat is about 2 h (unpublished observation).

The half-life of plasma caffeine during pregnancy, the neonatal period, and infancy is longer. In the human, the half-life in a nonpregnant woman is 3.1 h (Knutti et al., 1981). During pregnancy it increases from 4.7 to 10.5 h as pregnancy progresses, and at the end of pregnancy the half-life becomes the longest, at 10.5 h (Knutti et al., 1981) or even about 15 h (Brazier et al., 1983). In contrast, in pregnant rats, it is 3 to 4 h (Kitts et al., 1986), 5 h (Nakazawa et al., 1985), or 6.9 h (Leal et al., 1990). The half-life of the plasma caffeine of fetal rats is 9.9 h (Leal et al., 1990). A woman during late pregnancy consuming a cup of coffee is comparable to a nonpregnant woman consuming only one-third of a cup of coffee. Therefore, caffeine’s effects on the developing fetus should be a serious concern. Maternal caffeine consumption may also have significant implications for the newborn. The half-life in human infants of 1.5 months and 3 to 4.5 months of age is 41 and 14 h, respectively (Aranda et al., 1979). No information is available on the half-life in newborn rats.

Theoretically, 2 mg/100 g of body weight (BW) caffeine exposure in animals is equivalent to an adult human drinking 10 cups of coffee (Gilbert and Pistey, 1973; Concannon et al., 1983), if one assumes that one cup of coffee contains an average of 100 mg of caffeine and that 50 kg is the average BW of an adult human female. However, directly equating the rat’s caffeine intake with the human consumption of caffeine on a kilogram basis is misleading. It is reasonable to assume that the half-life of plasma caffeine in the rat can range from approximately one third to one sixth of that in the human, as these studies have shown. One must therefore consider the difference in caffeine’s half-life in the rat and the human for a comparison of caffeine’s exposure to both. Although the difference of the half-life between species is the simplest parameter, one may need to consider other factors, such as physiological and pharmacokinetic parameters and drug metabolism rates (Bonati et al., 1984).

Based on the caffeine intake in these animal studies, one can calculate the values of proportional human caffeine intake using the formula of metabolic body weight \((kg^{3/4})\) (Kleiber, 1961; Yeh et al., 1986). The values obtained as a result of the difference of the half-life between animals and humans and the calculated values obtained as a result of the difference in the metabolic BW between animals and humans are close enough for a valid comparison. Therefore, 1, 2, 4, and 6 mg of caffeine/100 g BW exposure to animals is approximately comparable to the daily human consumption of slightly more than one, two, four, and six cups of coffee, respectively, with the caffeine content per cup of coffee and body weight described above. For example, for the human, the average daily caffeine intake from all sources is about 5 mg/kg (Grossman, 1984). However, 5 mg/100 g BW for the animals is not a pharmacological dose.

Furthermore, one must use caution in comparing animals and humans when one uses metabolic BW \((kg^{3/4})\) (Kleiber, 1961). For example, a dose of caffeine of 2 mg/100 g BW given to dams is equivalent to the human intake of slightly more than two cups of coffee a day based on metabolic BW, if one assumes that one cup of coffee contains an average of 100 mg of caffeine and that 50 kg is the average BW of an adult human female. Rats weigh between 200 and 300 g, not in the range of kilograms; therefore, it is critical to calculate caffeine intake based upon the 100 g BW basis of rats, not simply to multiply 10 times (in this case, 20 mg/kg) to apply the results of the animal study to humans (Leon et al., 2002). This calculation is critical because metabolic BW on a 100-g BW basis in rats or per kilogram basis in rats is entirely different (Kleiber, 1961). Thus, comparison of the rat to the human for caffeine intake on a 100-g basis or kilogram basis in rats will result in different values of coffee consumption in humans, even if the assumption stated above is the same.

One must be particularly careful with the interpretation of data obtained from animal studies that use gavage (Jacombs et al., 1999) or the intraperitoneal (2.5 mg or 5 mg/100 g BW) (Sahir et al., 2000) or subcutaneous administration of caffeine because the effects of caffeine (3 mg/100 g BW) introduced to a subject by these methods are not the same as the effects of caffeine introduced
to a subject in the daily diet or drinking water. Gavage, which is also known as intragastric feeding, and intraperitoneal and subcutaneous administration introduce the total amount of caffeine all at once, and in a practical sense results of these studies cannot be applied to humans. Needless to say, a person does not drink five cups of coffee all at once, but rather consumes five cups of coffee throughout the day. The divided dose and the single dose have different effects on fetuses (Jiritano et al., 1985), suggesting that if caffeine were administered through the diet or drinking water, the data obtained (Wilkinson and Pollard, 1994; Jacombs et al., 1999) would differ from data obtained with gavage. Although 2.5 to 5 mg/100 g BW of caffeine introduced in the diet or drinking water is not a pharmacological dose, the immediate introduction of this amount by gavage or intraperitoneal or subcutaneous injection could make this amount a pharmacological dose and be detrimental to animals, and therefore it is difficult to extrapolate results of these studies to human consumption. Many animal studies have used gavage, and I will therefore discuss these studies even though their results may have limited relevance for human caffeine consumption.

Some studies indicated the amount of caffeine that was given but did not indicate the BW basis. Therefore, in order to make a valid comparison of the studies, a calculation of the amount of caffeine exposure was based upon the BW presented. It is critical to pay attention to BW during pregnancy because the dam’s weight increases gradually toward the end of pregnancy. Thus, the amount of caffeine in the diet has to be adjusted when it is based upon BW.

**CAFFEINE’S EFFECTS DURING PREGNANCY ON BRAIN DEVELOPMENT**

Needless to say, proper fetal and neonatal brain development and function are essential to the good health of the individual, and many environmental and congenital factors can interfere with the opportunity for this good health. Caffeine consumption seems to interfere in a number of significant ways, including decreased fertility (Wilcox et al., 1988).

A caffeine diet (0.5, 1, or 2 mg/100 g BW) was fed to different groups of dams from day 10 of gestation until day 22, and the fetuses were then removed surgically at day 22 (Yazdani et al., 1990). The 0.5 mg caffeine group had more fetal brain DNA content than the controls, but the 2 mg caffeine group had less. Protein content in the 2 mg caffeine group was higher in the noncaffeine controls, but the cholesterol content was lower. In another study, the caffeine diet (2 mg/100 g BW) was fed from day 3 of gestation, and the fetal brain was removed surgically at day 22. The fetal brain weight of the caffeine group was heavier than that of the noncaffeine controls (Yazdani et al., 1992), whereas DNA, protein, and cholesterol contents in the caffeine group tended to be less than in the noncaffeine control.

Maternal caffeine intake (6 mg/100 g BW) from fertilization to gestational day 20 was associated with a significant reduction in fetal cerebral weight and placental weight, and DNA and protein contents in the caffeine group were in general lower than in the control group (Tanaka et al., 1983). Maternal caffeine ingestion may be associated with a decreased volume of caffeine in maternal plasma and a high caffeine content in the fetal cerebrum (Tanaka et al., 1984). These data suggest that the starting time of caffeine consumption as well as the amount of maternal caffeine consumption during pregnancy might have important implications for compositional changes of the brain.

Different amounts of maternal caffeine exposure during gestation exerted different effects on DNA, protein, and cholesterol contents of the growing brain (Yazdani et al., 1990). However, the dam’s brain showed only a minimal change from the control, indicating that the growing fetal brain is much more sensitive to caffeine exposure than the adult brain. It is well known that nutritional stresses that do not affect the developed adult brain easily affect the growing brain (Dobbing, 1968), in spite of apparent changes in the BW of the adult.

Three approximate amounts of caffeine (1.2, 2.4, or 9 mg/100 g BW) were fed with the diet to three different groups of dams during pregnancy. Their female offspring were then raised with
a noncaffeine diet until adulthood (Enslen et al., 1980). The dopamine contents of the locus coeruleus of the offspring of two caffeine groups (2.4 and 9 mg groups) were significantly decreased. This decrease of dopamine contents may impair developing dopaminergic neurons due to caffeine exposure during the critical time, and caffeine’s effects may be lasting.

One group of dams consumed 5 mg/100 g BW of caffeine daily from fertilization to gestational day 21, when fetuses were removed by Caesarean section. Another group consumed 2.5 mg/100 g BW caffeine daily under the same conditions. The BW and the weight of the fetal cerebrum for the 5 mg group were decreased, but for the 2.5 mg group, only the weight of the cerebrum was decreased (Tanaka et al., 1987). In addition, in another study, the brain weights of newborn rats whose dams received coffee (12.2 mg caffeine/100 g BW) during pregnancy were lower than those of the controls upon birth, but the brain weights of newborn rats whose dams received decaffeinated coffee (0.45 mg/100 g BW) were not (Groisser et al., 1982).

Caffeine’s effects seem to be far-reaching, even beginning before fertilization. Premating caffeine ingestion (2.5 mg/100 g BW) for 130 days and during pregnancy caused an additional decrease of fetal cerebrum weight as well as decreased placental weight compared to a group that received caffeine during pregnancy alone (Tanaka et al., 1987), suggesting that habitual caffeine intake before pregnancy might influence the future health of fetuses.

In humans, maternal ingestion of two cups of coffee during the last trimester decreases placental blood supply (Gressens et al., 2001), and perinatologic risks may be present (Kirkinen et al., 1983). Because the human brain growth spurt occurs around the time of birth (Dobbing and Sands, 1973), the decrease of placental blood supply due to the daily consumption of two cups of coffee might impair the developing brain and lead to certain latent symptoms of which we are currently unaware. It is also important to keep in mind that the half-life of caffeine is three times longer in the later part of pregnancy (Knutti et al., 1981).

Caffeine ranging from 0.45 mg to 2 mg/100 g BW (Groisser et al., 1982; Yazdani et al., 1990), which is comparable to one half to two cups of coffee, does not seem to affect brain weight, yet some biochemical parameters (Yazdani et al., 1990) are affected. This indicates the need for more research in this area. However, a large dose of caffeine, comparable to 2.5 to 12 cups of coffee, apparently affects brain weight (Groisser et al., 1982; Tanaka et al., 1983, 1987).

Caffeine (2.5 mg/100 g BW) was gavaged to dams whose fetuses were at embryonic day (E) 8 and 10 and killed at E12. The regions of open fetal neural tube were proportionately much higher in the caffeine group than in the control. Because no neural-tube defects were observed at birth, the effect of caffeine may be growth retardation rather than a specific developmental defect (Wilkinson and Pollard, 1994). Note again that the 2.5 mg of caffeine was gavaged to the dams.

On the other hand, caffeine (1.5 mg or 3 mg/100 g BW) was gavaged to dams from E2 to E11, and at both dosage levels somite number and the extent of neural-tube closure were significantly reduced at E12 (Jacombs et al., 1999). Furthermore, in the 3 mg caffeine group the forebrain cavity was significantly enlarged and bounded by a reduced, irregularly aligned neuroepithelium (Jacombs et al., 1999). The higher caffeine group (3 mg) received an approximate daily intake of three cups of coffee, although some epidemiological studies of humans consider three cups of coffee to be a high amount of caffeine (Martin and Bracken, 1987; Febsterm et al., 1991). Note that both caffeine groups received caffeine via gavage.

Pregnant mice were injected intraperitoneally with caffeine (1.25, 2.5, or 5 mg/100 g BW) once a day between E8 and E10, and the fetuses were examined at E9, E10, E13, and E17 (Sahir et al., 2000). In the experimental group, accelerated primitive neuroepithelium evagination into telencephalic vesicles occurred. However, the dose-dependent effect seemed to be reversible during subsequent neuronal migration if caffeine exposure was discontinued (Sahir et al., 2000). Caffeine-induced inhibition of cAMP-dependent protein kinase (PKA) plays a role in early telencephalic evagination (Sahir et al., 2001). In an in vitro study, premature evagination of telencephalic vesicles was present in 50% of caffeine-treated embryos in which caffeine concentration in the medium was adjusted to an amount comparable to heavy caffeine consumption (Marret et al., 1997).
In spite of limited caffeine exposure during pregnancy, acceleration of primitive neuroepithelium evagination into telencephalic vesicles (Sahir et al., 2000) and gene modulation in postimplantation embryos occurred (Sahir et al., 2001). In addition, caffeine regionally modified the schedule and/or rate of neural-cell proliferation (Marret et al., 1997). Whether these animals at a later age will exhibit abnormal behavior or abnormal physiological function is currently unknown, although these anatomical changes were reversible upon the discontinuation of caffeine. These studies seem to indicate that persistent minimal histologic defects and/or brain-function impairment are real possibilities in heavy caffeine users (Marret et al., 1997; Sahir et al., 2000, 2001), but keep in mind that two studies (Sahir et al., 2000, 2001) administered caffeine intraperitoneally.

Daily prenatal exposure to caffeine through drinking water (4.4 mg/100 g BW) showed decreased locomotor activity at postnatal day 73, 117, and 171 (Hughes and Beveridge, 1987), whereas the locomotion of offspring whose dams were fed coffee containing caffeine (0.45 or 12.2 mg/100 g BW) showed an increase at day 30 (Groisser et al., 1982), in spite of the lack of caffeine exposure after birth in both studies. The early and widespread expression of A1-adenosine receptors mRNA in the normal development of the fetal brain has been reported (Weaver, 1996). Chronic exposure of the fetal brain to adenosine antagonists such as caffeine during the critical time could influence and permanently alter postnatal behavior. The motor stimulant effect of caffeine was correlated with its affinity for adenosine receptors in the brain (Snyder et al., 1981).

In humans the long-term consequences of prenatal caffeine intake of approximately two cups of coffee during early pregnancy to one and a half cups at midpregnancy were shown to be null at the age of 7 years (Barr and Streissguth, 1991). However, the validity of this conclusion for life beyond 7 years of age for these children has to be carefully determined in a future study because animal studies have shown latent behavioral modification in adolescents (Sobotka et al., 1979; Guillet and Dunham, 1995).

Caffeine, not its metabolites, is responsible for teratogenic effects on fetuses (Jiritano et al., 1985). Examination of the disposition of caffeine and its metabolites, theophylline, theobromine, and paraxantine, in the 20-day-old fetal brain following a single maternal dose of 0.5 or 2.5 mg of caffeine/100 g BW showed that the fetal, but not the adult, brain accumulates theophylline, theobromine, and paraxantine. However, the specific effects of these metabolites on brain development are unknown (Wilkinson and Pollard, 1993).

**CAFFEINE’S EFFECTS DURING LACTATION ON BRAIN DEVELOPMENT**

Different methods of caffeine exposure also have different effects on suckling pups during lactation. Suckling pups receive a much greater amount of caffeine through gavage or subcutaneous injection than through caffeine in the diet or caffeine dissolved in the drinking water of lactating dams because the amount of caffeine in the former is based upon the pups’ BW and the pups directly receive caffeine. In the latter, pups only receive caffeine indirectly through the maternal milk, and the amount of caffeine provided to the dam is based upon the dam’s BW and is fed to the lactating dams. As a result, suckling pups receive caffeine throughout the day from maternal milk except when dams are out of the nest, whereas caffeine delivered to the pups by gavage is usually administered once a day.

In some instances, early studies introduced large doses of caffeine by gavage. In an *in vivo* study, caffeine (4 or 8 mg/100 g BW) was administered by gavage from postnatal days 2 through 20. Although myelin protein synthesis at days 21 to 24 decreased, it was recovered on days 27 to 28 (Fuller and Wiggins, 1981). Caffeine (2, 4, or 8 mg/100 g BW) was administered daily from birth to postnatal day 17 to pups by gastric intubation and then stopped. Pups were killed at days 17, 23, 30, or 70 (Fuller et al., 1982). A dose-dependent lag in brain weight was evident in the 4 and 8 mg group at day 30 and in the 8 mg group at day 70. Although there was no impairment in
myelination in the 2 mg group, myelin recovery was significantly decreased in a dose-dependent manner at day 30; however, no deficit in myelin recovery was seen at day 70. With the advances in technology that have occurred since these studies were performed, the effects of caffeine on myelin formation merit further consideration. However, more importantly in these cases, 4 or 8 mg/100 g BW caffeine administration at once is too much for one to observe the typical effects of caffeine. A single daily administration of 10 mg/100 g BW of caffeine can cause different effects than four divided doses given at 3-h intervals throughout the day (Smith et al., 1987).

It is not surprising that different methods of caffeine administration have different effects on the development of the newborn rat’s brain (Quinby et al., 1985; Nakamoto et al., 1988). Caffeine’s effect on the developing brains of suckling pups in general seems to be greater when caffeine is delivered through maternal milk rather than by gavage, possibly because a higher concentration of caffeine in general stays in the body longer than it does with the single-dose administration of caffeine. When a single dose is given, the plasma caffeine level surges but gradually decreases (Jiritano et al., 1985). When dams are fed diets or drinking water supplemented with caffeine, pups are indirectly exposed to caffeine through the maternal milk and exposed to caffeine throughout the day.

The brains of newborn rats that received caffeine from dams that were fed a caffeine (1 mg/100 g BW)-supplemented diet showed a decrease of protein and cholesterol contents at day 15 (Nakamoto et al., 1988), whereas intragastric feeding of caffeine (1 mg/100 g BW) to the pups resulted in an increase of protein content of the brain at day 15 (Quinby et al., 1985). In an in vitro caffeine exposure study, cholesterol synthesis decreased in C-6 glial cells (Volpe, 1981). Because de novo synthesis of cholesterol is the primary brain source and cholesterol synthesis is a critical process in the developing brain, the effect of caffeine on decreased cholesterol contents may have important consequences for the development of the brain.

A caffeine diet (1 mg/100 g BW) was fed to lactating dams, and weaned male offspring were continuously fed this diet until day 43. The total brain weight as well as the weight of various parts of the brain (cerebellum, medulla oblongata, hypothalamus, striatum, cortex-midbrain, and hippocampus) all showed a decrease, as did total DNA content (Yazdani et al., 1988a). These various parts of the brain showed either an increase or decrease in DNA and protein concentrations (mg/g tissue). Because different parts of the brain grow at different rates, the effects of caffeine could influence to some degree different parts of the brain in different ways.

Rat pups that received caffeine (0.1 or 0.9 mg/100 g BW) through gavage from birth to day 6 showed no difference in brain weight in adulthood but did show persistent behavioral deficits into adulthood (Zimmerberg et al., 1991). In other studies, newborn rats were gavaged with caffeine, 2 mg/100 g BW of caffeine on day 2 and 1.5 mg/100 g BW on day 3 to 6 (Guillet and Kellogg, 1991a,b; Etzel and Guillet, 1994; Guillet and Dunham, 1995). Although their brain weights were not affected by these doses, neonatal exposure to caffeine had an effect on central nervous system (CNS) excitability that persisted into adulthood (Guillet and Dunham, 1995). In the cortex, cerebellum, and hippocampus, there was up-regulation of the adenosine A1 receptor that persisted into young adulthood (14 to 90 days of age) in rats that had only limited exposure to caffeine in the early neonatal period (Guillet and Kellogg, 1991a). There is a marked increase of adenosine receptors in the developing brain in the first weeks of extrauterine life (Johansson et al., 1997), and limited neonatal caffeine exposure altered (Guillet and Kellogg, 1991b) the development of adenosine receptors in the thalamus and cerebellum of rats 14 to 31 days old (Etzel and Guillet, 1994).

These studies indicate that even a limited exposure to caffeine in the early neonatal period may influence later behavior. Caffeine exposure may also exert a critical influence on the developing human brain, a possibility that may be of particular importance since caffeine is used to treat the premature human neonate for apnea (Fisher and Guillet, 1997; Lee et al., 1997).

An in vitro study has shown that toxic levels of caffeine (50 µg/ml) could have a prejudicial effect on the number of proliferating glial cells and on the increase of hyaluronan secretion per cell, which could affect myelination onset (Marret et al., 1993).
CAFFEINE'S EFFECTS DURING GESTATION AND LACTATION ON BRAIN DEVELOPMENT

A caffeine diet (1 mg/100 g BW) was fed to dams beginning on day 13 of gestation and during lactation. The weaned male offspring at day 22 were then fed a noncaffeine diet until days 57 and 58 (Nakamoto et al., 1986). The weights of the medulla oblongata and striatum were significantly less than those of the noncaffeine controls, and the weights of other parts of the brain in the caffeine group also tended to be lower than in the controls. Furthermore, DNA contents of striatum, protein contents of medulla oblongata, and cholesterol contents of medulla oblongata, striatum, cortex-midbrain, and hippocampus in the caffeine group were significantly lower than in the controls, indicating that the amount of caffeine comparable to the daily human consumption of one cup of coffee during the gestational and lactational periods affects the developing brain. It is possible that the impairment of the CNS that would occur at this time would not appear until later in the lives of these offspring.

Maternal coffee intake also contributes to maternal and infant iron deficiency anemia (Munoz et al., 1988), and coffee drinking inhibits iron absorption (Morck et al., 1983); it is therefore not surprising that caffeine affects DNA content of the developing brain since iron is required for DNA and protein synthesis (Hironishi et al., 1999).

Caffeine (about 6 mg/100 g BW) was given to dams during gestation and lactation in their drinking water (Tanaka and Nakazawa, 1990). Although the weight of the cerebrum in the caffeine group was less than in the controls at day 1, no significant difference between the groups was observed. However, when rats received caffeine before mating, the weight of their brains was significantly decreased compared to the controls at day 1, although this weight difference disappeared with the continuous administration of caffeine to dams at postnatal days 5 and 10. Since caffeine consumption can be a daily habit, routine consumption prior to pregnancy could influence fetal growth if one becomes pregnant.

The amount of caffeine that is comparable to a human consuming up to three cups of coffee a day was given to dams in their drinking water during gestation and lactation (Aden et al., 2000). Their brains were periodically examined during gestation and lactation and minimal changes in $A_1$, $A_2A$ receptors in the cortex, hippocampus, striatum, and cerebellum were found.

Caffeine (2.6 or 4.5 mg/100 g BW) was given to dams in their drinking water during gestation, and caffeine (2.5 or 3.5 mg/100 g BW) was also given during lactation (Hughes and Beveridge, 1991), and their offspring were tested at 1, 2, 4, and 6 months after birth. The effects of gestational and lactational exposures to caffeine were additive in their modification of the developing brain and were reflected in decreased motor activity in either dose combination of caffeine, suggesting that caffeine continuously affects behavior long after caffeine exposure ends.

Diazepam is used in the treatment of infantile seizures, and caffeine could interfere with diazepam as an adenosine antagonist. When caffeine (0.5 mg/100 g BW) was injected daily during dams’ gestational and lactational periods, the percentage of cerebral-bound diazepam in pups dramatically fell at postnatal days 5 and 15 (Daval and Vert, 1986). However, it was recovered at day 25. On the other hand, caffeine (2 mg/100 g BW) was administered during the gestational, lactational, and growing periods for up to 93 days, and the caffeine diet was then changed to a noncaffeine diet until day 388. Only a certain group of caffeine-fed rats showed hyperactive behavior at day 128, and this behavior continued until day 388, when the experiment was terminated (Nakamoto et al., 1991). It should be noted that not all of the animals showed hyperactive behavior, demonstrating that chronic caffeine exposure did not affect all of the caffeine-fed groups to the same extent. Some animals in the caffeine-fed groups showed no effect. Thus, in humans, it could be possible that some may be affected more than others by caffeine exposure during the critical period of growth.
NUTRITIONAL STATUS AND CAFFEINE’S EFFECT ON BRAIN DEVELOPMENT

Protein malnutrition is a worldwide problem. Its incidence in industrialized society is not uncommon (Chase et al., 1980; Listerick et al., 1985), and the low calorie intake of women during pregnancy and lactation in developing countries is also widespread (Kusin et al., 1993). Nutritional deprivation, especially protein-calorie malnutrition, during pregnancy adversely affects neurological development. In addition, protein deficiency can alter the metabolism of drugs and influence their effectiveness and the sensitivity of tissues to them (Varma, 1981). Caffeine consumption increases in relation to the less formal education that a population has (Martin and Bracken, 1987), and it is widely known that those with little formal education are often at the low end of the socioeconomic ladder. A diminished economic level of the individual is also related to an increase in one’s nutritional deficiency. The combination of increased caffeine consumption and significant incidences of protein and calorie inadequacy could have much stronger effects on growing offspring than on the offspring of normally nourished adults (Osofsky, 1975). Thus, the interaction between caffeine’s effects and the nutritional status of a woman during pregnancy might require further attention.

Normally nourished dams (20% protein) and malnourished dams (8% protein) were subdivided, and the experimental groups received a caffeine (2 mg/100 g BW)-supplemented diet from day 10 of gestation to day 22 just before birth (Yazdani et al., 1988b). The fetuses were then removed surgically and weighed. The BW and DNA concentrations of the 20% protein group supplemented with caffeine were decreased compared to those of the noncaffeine control group of the same nutritional status. On the other hand, only the DNA concentrations of the 8% protein group with caffeine were decreased compared to those of the same nutritional controls. DNA synthesis at day 20 and 22 of gestation in the 20% protein group with caffeine was 74 and 13% of that of the noncaffeine controls, respectively, whereas that of the 8% protein group with caffeine at day 20 and 22 was 214 and 43% of that of the noncaffeine controls, respectively, suggesting that nutritional status during pregnancy plays an important role in DNA synthesis. Protein concentrations of the brain increased in the caffeine-fed 20 and 8% protein groups compared to the respective noncaffeine controls.

Normally nourished (20% protein) and malnourished (6% protein) pregnant dams were each subdivided, and the experimental groups received the caffeine diet (2 mg/100 g BW) from day 13 of gestation to delivery (Mori et al., 1984). Although the brain weights of the 6% protein-supplemented group given caffeine showed a significant increase, brain weight/BW showed no significant difference, whereas that of the 20% protein-supplemented group given caffeine showed a significant decrease compared to that of the noncaffeine controls of the same nutritional status. Although the amount of caffeine administered was the same in these studies (Mori et al., 1984; Yazdani et al., 1988b), the nutritional status (8% protein vs. 6% protein) and period of caffeine supplementation during pregnancy were different. Thus, it is not surprising that certain parameters of these studies are different. Nevertheless, it is clear that maternal nutrition influences the effects of caffeine on the developing brain.

Caffeine diets (2 mg/100 g BW) were fed to pregnant dams that received different nutrition (20, 12, or 6% protein diets) beginning on day 7 of gestation. On day 18 of gestation, prenatal fetal behavior was recorded, and postnatal nipple attachment and general motor activity of the newborn rats were studied (Yoshino et al., 1994). The findings indicate that prenatal caffeine consumption may produce lasting functional alterations in the nervous system affecting the emergence of suckling behavior and motor activity. In the normally nourished group (20% protein diet), nipple-attachment latencies of 2-day-old pups tended to shorten, whereas in the severe malnutrition group, latencies tended to increase. Nipple-attachment latencies in 1-day-old pups increased as the caffeine amount was increased through subcutaneous injection (Holloway, 1982). However, the amount of caffeine increased as much as 8 mg/100 g BW, which is not an amount that is practical for an extrapolation of its effects to humans.
The peak of neurogenesis in the rat trigeminal motor nucleus was delayed in the caffeine-supplemented groups in both the normally nourished groups and those receiving different degrees of malnutrition (Saito et al., 1995). Caffeine intake in combination with protein-energy malnutrition produced effects on the trigeminal nuclear center with various changes in DNA and protein contents.

One group of dams received a normally nourished diet (20% protein) and another group received a malnourished diet (6% protein) starting at delivery. Pups were randomly assigned with a constant number of eight to each dam. Half of the dams given the 20 or 6% protein diet were fed supplementary caffeine (2 mg/100 g BW). At day 15, pups were killed and their brains were removed (Nakamoto et al., 1989). The BW and protein concentrations of the brains in the 20% protein-with-caffeine group were significantly increased compared to those of the noncaffeine control group, but zinc concentrations and alkaline phosphatase activity of the caffeine group were significantly decreased. DNA and cholesterol concentrations of the 6% protein-with-caffeine group were significantly increased compared to the noncaffeine control group.

When caffeine (1 mg/100 g BW) was administered orally by gavage to the newborn pups whose dams were normally nourished (20% protein) or malnourished (6% protein), protein concentrations of the 20% protein-with-caffeine group were significantly increased compared to those of the noncaffeine controls, whereas DNA concentrations of the 6% protein-with-caffeine group were significantly increased compared to the noncaffeine control of the same nutritional status (Quinby et al., 1985). Although the newborn rats that received caffeine by gavage received a higher amount of caffeine than the newborns that received caffeine through maternal milk (Nakamoto et al., 1989), the data seem to indicate that caffeine given through maternal milk had a greater influence on the various parameters of the brain in newborn rats. Furthermore, the effects of caffeine in both groups were modified by their nutritional status.

When a caffeine-supplemented diet (2 mg/100 g BW) was continuously fed to two malnourished groups (12 or 6% protein diets) of lactating dams, the brains of the suckling offspring showed increased concentrations in the caffeine group of cyclo (His-Pro), a neuropeptide ubiquitous throughout the CNS (Mori et al., 1983). This neuropeptide was significantly increased as the degree of malnutrition increased, suggesting again that the nutritional status of the dam modifies caffeine’s effects.

When a caffeine-supplemented diet (2 mg/100 g BW) was continuously fed to dams from day 9 of gestation until postnatal day 15, zinc contents of the brains were decreased, but this decrease returned to normal when zinc was supplemented with caffeine in the diet (Nakamoto and Joseph, 1991). Apparently, this decrease of zinc could impair the developing brain, since zinc is an essential metal of growth and development (Prasad, 1988). When caffeine (2 mg/100 g BW) was supplemented to the maternal diet from day 3 of gestation to day 22 just before birth, zinc decreased in the fetal brain. However, in this instance, the addition of zinc to the maternal diet did not return concentrations of zinc in the fetal brain to their original levels (Yazdani et al., 1992). These studies could indicate that caffeine exposure may influence not only zinc but also other minerals in the developing brain.

CAFFEINE AND FETAL ORIGINS OF ADULT DISEASE

Proper maternal nutrition during pregnancy is critical for the fetus to grow and develop physically and mentally to its full potential (Anderson, 2001), and fetal nutrition is widely known to play an important role in the future good health of the individual. However, exposure to an adverse environment in utero can lead to an increased risk of adult disease (Morley and Dwyer, 2001; Cooper et al., 2002), and “programmed” changes in physiology and metabolism can lead to a number of diseases in later life (Barker, 1995). Evidence indicates that caffeine consumption during critical periods may lead to disease in later life. For example, offspring from dams that received caffeine (3.5 mg/100 g BW) in drinking water during pregnancy developed significantly more frequent and more severe gastric lesions than did offspring from the control group at 200 days of
age (Glavin and Krueger, 1985). Recently, we have shown that caffeine exposure during pregnancy caused a change in angiotensin II type 2 receptor gene expression in the placenta of pregnant rats that were fed a diet supplemented with caffeine, suggesting that caffeine intake alters gene expression of the developing organ in the early stages of life. This alteration may cause certain diseases that we are not aware of at the present time in the later life of the offspring (Tanuma et al., 2003). Chronic caffeine exposure for human fetal neurodevelopment during the critical growth period could result in disease and modified behavior in later life, as it does in animal studies (Hughes and Beveridge, 1987, 1990; Nakamoto et al., 1991). Thus, it may be critical to assess the early effect of caffeine in later life.

Certain changes in the brain have occurred in animal studies (Yazdani et al., 1990) due to an amount of caffeine comparable to that in two cups of coffee. Gestation is a critical period of growth for the CNS (Rodier, 1980). Therefore, it is not unimaginable that the injury that a nutritional factor such as caffeine consumption can cause during this critical period could result in far-reaching effects in the later years, and even that many adult diseases may have a fetal origin (Barker, 1995). However, as of now, we may not be aware of these effects because we have thus far not studied this area in depth.

Not many decades ago, we did not imagine how cigarette smoking (Wakschlag et al., 2002) or alcohol consumption (West et al., 1994; Bookstein et al., 2001) during pregnancy or the early neonatal periods could influence growing offspring and their behavioral development, and caffeine consumption is much more common than cigarette smoking or alcohol consumption in the general population. As animal data show, it is quite likely that caffeine consumption during the critical periods could affect human fetuses and lead to disease in later years.

CONCLUSION

Although the application of animal studies to humans in general has to be done carefully (Bonati et al., 1984), the results of animal studies strongly indicate that routine daily caffeine consumption during the gestational and early neonatal periods can have significant effects. Some believe that moderate caffeine consumption poses no measurable consequences for the fetus and newborn infant (Nehlig and Debry, 1994a,b), but the studies discussed in this chapter may suggest that caffeine exposure presents certain dangers to neurodevelopment during the critical growth period.

Although the deleterious effects of caffeine exposure during the critical growth period seem to be obvious, the long-term effects of exposure during this period of human growth are currently not known. Because the public has unlimited access to caffeine-containing foods, drinks, and over-the-counter drugs, they should be more informed about the danger of caffeine’s effects during the gestational and early neonatal periods, just as they are informed about the dangers of alcohol and tobacco, two substances that they consume less of than caffeine. Unfortunately, many assume caffeine to be a relatively safe substance.

I propose that serious consideration be given to the concept of the interrelationship of caffeine consumption, fetal and neonatal development, and possible disease development in the later years. Many diseases in the later years of human life are believed to originate in early fetal life (Barker, 1995; Morley and Dwyer, 2001; Cooper et al., 2002). If this is so, it would not be surprising to learn that caffeine exposure in early life is responsible for various diseases and/or behaviors we are currently not aware of. In fact, the increased susceptibility to gastric lesions in later life has been demonstrated in animals exposed to caffeine during pregnancy (Glavin and Krueger, 1985), and SIDS could possibly be related to heavy maternal caffeine consumption (Ford et al., 1998). In general, numerous animal studies have shown permanent behavioral changes long after caffeine exposure had ended.

The Food and Drug Administration (FDA) has advised pregnant women to avoid caffeine-containing drinks (Goyan, 1980). Given evidence of the adverse effects of caffeine consumption, the FDA on an ongoing basis should strongly discourage the use of all caffeine-containing sub-
stances by pregnant or lactating women and by those who plan to have children until caffeine’s effects on humans during these critical periods become further clarified.
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INTRODUCTION

Caffeine is one of the world’s most widely used drugs. Surveys in the U.S. have shown that approximately 80% of adults regularly consume caffeine, averaging two to three cups of coffee a day (Bonham and Leaverton, 1979). Caffeine activates the central nervous system (CNS) (Rall, 1980; Nehlig et al., 1992), leading to behavioral, autonomic, and endocrine responses. Caffeine’s effects on peripheral functions are widespread and are mediated by direct tissue effects along with hormonal and autonomic outputs. Caffeine increases circulating catecholamines and free fatty acids (Robertson et al., 1978; Pincomb et al., 1988). It also increases blood pressure (BP), both at rest and during behavioral stress, and in the lab and the workplace (Lane and Williams, 1985; Sung et al., 1990; James, 1993). The combined BP effect of caffeine plus stress is usually additive (Lane and Williams, 1985; Lovallo et al., 1991; Shepard et al., 2000). Limited evidence from animal models suggests that caffeine may have pathogenic effects when combined with stress (Henry and Stephens, 1980). Such evidence in humans is lacking, although evidence suggests that persons at risk for hypertension may have greater cardiovascular responses and stress endocrine changes when exposed to stress following ingestion of caffeine, both in the lab and in daily life (Shepard et al., 2000). Caffeine interacts with CNS functions, it elevates stress hormone secretion, and it has direct effects on the heart and blood vessels. These points of action suggest that caffeine may be capable of influencing stress responses. In this chapter, we review...
evidence of caffeine’s effects on adrenal and sympathetic functions during rest and in response to acute stressful challenges.

**CAFFEINE ACTS BY BLOCKING ADENOSINE RECEPTORS**

Normal dietary intake of caffeine ranges from approximately 50 to 1500 mg per day, corresponding to consumption of one caffeinated soft drink up to 15 cups of coffee per day. In the U.S., the average reported adult intake is 250 mg per day, or about two to three cups of coffee. At these levels of intake, caffeine’s physiological actions are due to competitive blockade of adenosine receptors (Fredholm, 1980, 1995; Smits et al., 1990; Fredholm et al., 1999). Adenosine is produced by all tissues as a function of the breakdown of adenosine triphosphate during cellular metabolism and neurotransmission (Hoyle, 1992; Takiyyuddin et al., 1994; Johnson et al., 2001), and all cells have receptors for adenosine. The widespread effects of adenosine therefore account for caffeine’s broad spectrum of effects. In the CNS, adenosine is a putative physiological sleep factor that mediates the somnogenic effects of prior wakefulness. The duration and depth of sleep after periods of wakefulness appear to be profoundly modulated by elevated concentrations of adenosine in areas responsible for generalized arousal, and its gradual disappearance may account for the restorative effects of sleep (Porkka-Heiskanen et al., 1997).

Two actions of adenosine underlie caffeine’s cardiovascular and endocrine effects in humans. First, adenosine acts on potassium channels to hyperpolarize cell membranes of neurons, vascular smooth muscle, and cardiac muscle (Belardinelli, et al., 1989, 1995; Suzuki et al., 2001). This membrane effect of adenosine causes reduced rates of neuronal transmission and lowered responses of the heart and blood vessels. Second, adenosine acts presynaptically to decrease rates of transmitter release in the central and autonomic nervous systems (Fredholm and Dunwiddie, 1988). This reduces sympathetic outflow to the heart, blood vessels, and adrenal medulla (Shinozuka et al., 2002). These effects lead to the general conclusion that adenosine acts to modulate the rate of neuronal firing and activation of target tissues.

Caffeine’s competitive antagonism of adenosine is therefore responsible for its ability to increase activation of the central and autonomic nervous systems. This suggests that caffeine can have effects both at rest and during periods of stress. Indeed, caffeine is consumed in greater quantities by employees during times of increased work stress (Conway et al., 1979), raising the possibility that caffeine consumption often accompanies periods of mental stress in daily life. We know that persons vary in their responses to stress (al’Absi et al., 1997), and the possibility presents itself that caffeine has greater effects in some persons than in others.

**Effects of Caffeine on the HPA Axis during Rest**

Among the most important of caffeine’s acute effects is its ability to alter the activity of the hypothalamic-pituitary-adrenocortical (HPA) axis. The HPA axis affects all tissues and participates in functions occurring at rest and during stress. The HPA cascade is initiated at the hypothalamic paraventricular nucleus (PVN), resulting in release of corticotropin-releasing hormone (CRH) by terminals at the median eminence. CRH enters the portal circulation to the anterior pituitary, where it stimulates cleavage of pro-opiomelanocortin (POMC), causing release of adrenocorticotropic hormone (ACTH) and beta-endorphin into the general circulation. Arginine vasopressin (AVP) is also secreted at the median eminence, especially during stress, and together with CRH markedly potentiates ACTH secretion. ACTH increases the synthesis and release of cortisol by the adrenal cortex. Cortisol in turn exerts negative feedback on the HPA at the level of the pituitary and hypothalamus (Lovallo and Thomas, 2000).

Cortisol exerts numerous central and peripheral effects, including liberation of glucose by the liver and increasing plasma volume by causing a shift of fluid from intracellular to extracellular...
compartments and aiding in nutrient transport (Wilson and Foster, 1992; Vander et al., 1994). Cortisol participates indirectly in sympathetic nervous system or SNS function by increasing rates of catecholamine synthesis and production of adrenergic receptors. Cortisol also crosses the blood-brain barrier to reach the CNS, where it exerts negative feedback effects on the HPA axis. It also acts at sites where CRH receptors are found, including the anterior cingulate gyrus, prefrontal cortex, hippocampus, and amygdala (Fink et al., 1988; Swanson and Simmons, 1989; Diorio et al., 1993).

Experiments in rats show that caffeine stimulates production of cortisol/corticosterone, ACTH, and beta-endorphin (Vernikos-Danellis and Harris, 1968; Arnold et al., 1982; Spindel et al., 1984). In humans, we and others have noted that caffeine may elevate cortisol and ACTH production at rest (Arnold et al., 1982; Lane et al., 1990; al’Absi et al., 1995; Lovallo et al., 1996). These results suggest that caffeine’s adrenocortical actions in humans originate at the CNS. The effects of caffeine on ACTH and cortisol during rest were found to be comparable to that produced by acute stress (Lovallo et al., 1996). This suggests that caffeine alone may evoke an adrenocortical stress response during rest and in the absence of explicit stressful challenge. Such effects may counteract the effects of medications that normally suppress pituitary secretion. For example, caffeine increases the rate of recovery of adrenocortical functions after the administration of prednisolone, which suppresses corticosterone secretion in rats (Marzouk et al., 1991). Similarly, human studies have shown that ACTH and cortisol changes following caffeine ingestion may produce a false positive response to the dexamethasone suppression test, leading to escape in about a third of healthy persons (Uhde et al., 1985).

Most studies that have examined effects of caffeine in humans have used a dose range from 150 to 500 mg of caffeine (e.g., Rall, 1980; Spindel et al., 1984; al’Absi et al., 1998; Lane et al., 1990; Lovallo et al., 1996), or approximately 2 to 8 mg/kg. Low doses of caffeine tend to produce less consistent adrenocortical effects (see Lane et al., 1990; al’Absi et al., 1995). Early studies have shown that an oral dose of 250 mg of caffeine increased serum and urinary cortisol metabolites (Bellet et al., 1969; Avogardo et al., 1973), but other studies failed to show an effect of this dose during rest (e.g., Daubresse et al., 1973; Oberman et al., 1975; al’Absi et al., 1995). Similarly, caffeine increased catecholamine levels in some studies (Levi, 1967; Bellet et al., 1969; Robertson et al., 1978), but not in others (Jung et al., 1981). These inconsistencies have been attributed to the possibility that a low dose of caffeine would not be potent enough to produce consistent adrenocortical effects.

It should be noted here that the dose required to increase adrenocortical changes in rats tended to be high (approximately 20 mg/kg). This dose roughly equates to a 70-kg man drinking 10 to 15 cups of coffee in one sitting. Studies in humans that have used doses greater than 250 mg have provoked more consistent results. Cortisol levels were increased following ingestion of 500 mg of caffeine, but not after 250 mg of caffeine (Spindel et al., 1984). A dose of 500 mg of caffeine also increased beta-endorphin within 60 min of ingestion, but no change in beta-endorphin levels were found after 250 mg. The beta-endorphin change also indicates the activation of the anterior pituitary and the cosecretion of ACTH (Guillemin et al., 1977).

Mechanisms that mediate caffeine’s stimulatory effects on the HPA axis are not yet fully delineated. It has been suggested that these effects may be due to blockade of the adenosine receptor and to interference with cyclic adenosine monophosphate (AMP) phosphodiesterase at the hypothalamus (Rall, 1980; Nehlig et al., 1992), as discussed elsewhere in this chapter. Each of these can result in increased availability of cAMP, which stimulates expression of the corticotropin-releasing factor (CRF) gene (Snyder et al., 1981). Secretion of CRF at the median eminence of the hypothalamus in turn stimulates ACTH release by the pituitary, resulting in increased cortisol production by the adrenal cortex (Petrusz and Merchenthaler, 1992). Caffeine may therefore increase CRF, ACTH, and cortisol through cAMP accumulation in the median eminence or pituitary, as has been shown in rats (Marzouk et al., 1991). Caffeine may also contribute indirectly to increased ACTH release through stimulation of epinephrine secretion (Neville and O’Hare, 1984), which can enhance cAMP production in the pituitary.
The first reported study of caffeine’s catecholamine effects was on dogs following intravenous administration, with the result that total catecholamine secretion increased (Deschaepdryver, 1959). In a survey of 19 studies on humans receiving dietary doses of caffeine (Table 8.1), 17 reported increases in epinephrine, 4 of which also showed increased norepinephrine. One study showed increased norepinephrine alone, while one found no effect on either catecholamine. The increase in epinephrine has been observed under resting conditions, in the laboratory and at home, and in the workplace during periods of normal work demand. It is seen following different methods of administration, dosages, and specimen sampling. It therefore appears that caffeine’s predominant

### TABLE 8.1

<table>
<thead>
<tr>
<th>Findings</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caffeine increased both epinephrine (E) and norepinephrine (NE)</td>
<td>Bellet et al. (1969); placebo-controlled, randomized open administration of coffee vs. hot water, caffeine: 220 mg, n = 13, E and NE increased to caffeine (p &lt; .01)</td>
</tr>
<tr>
<td></td>
<td>Robertson et al. (1978); caffeine (250 mg) or placebo to subjects free of caffeine for 3 wk; increased plasma NE by 75% and E by 207%</td>
</tr>
<tr>
<td></td>
<td>Robertson et al. (1981); repeated dosing (× 3d), E and NE increased on d 1 and 2 with tolerance developing by d 4 for both plasma and urine catecholamines</td>
</tr>
<tr>
<td></td>
<td>Smits et al. (1985); placebo-controlled administration of 2 cups regular vs. decaffeinated coffee; E and NE increased in plasma (p &lt;.05) relative to levels after placebo</td>
</tr>
<tr>
<td>Caffeine increased epinephrine (E)</td>
<td>Debrah et al. (1995); caffeine (250 mg) vs. placebo; plasma E increased (p &lt;.01)</td>
</tr>
<tr>
<td></td>
<td>Izzo et al. (1983); caffeine (250 mg) vs. placebo, 3-h increase in plasma E (p &lt;.05)</td>
</tr>
<tr>
<td></td>
<td>Lane (1994); caffeine (300 mg) vs. placebo; 37% elevation in urinary E during work</td>
</tr>
<tr>
<td></td>
<td>Lane et al. (2002); caffeine (500 mg: 250 mg × 2) vs. placebo; 32% elevation in urinary E during work day and evening</td>
</tr>
<tr>
<td></td>
<td>Laurent et al. (2000); caffeine (6 mg/kg) vs. placebo at baseline and at 90 min before cycling exercise test; E increased (p &lt;.01)</td>
</tr>
<tr>
<td></td>
<td>Levi (1967); caffeine (225 mg coffee vs. hot water in separate control group); urinary E increased 80% relative to baseline in caffeine group only; NE increased in both caffeine and placebo groups</td>
</tr>
<tr>
<td></td>
<td>Patwardhan et al. (1980); caffeine (250 mg); urinary E increased (p &lt;.05)</td>
</tr>
<tr>
<td></td>
<td>Smits et al. (1983); “regular” coffee (2 cups) vs. placebo; plasma E increased (+150%)</td>
</tr>
<tr>
<td></td>
<td>Smits et al. (1985); “regular” vs. “strong” coffee (2 cups) vs. decaf., water, and no intervention; E increased (+86%) to regular and (+140%) strong coffee vs. decaf (p &lt;.05)</td>
</tr>
<tr>
<td></td>
<td>Smits et al. (1986); “regular” coffee (2 cups); E increased in normotensives (+257%) and hypertensives (+115%) (p &lt;.01)</td>
</tr>
<tr>
<td></td>
<td>Smits et al. (1987); caffeine (250 mg i.v.); plasma E increased (+114%)</td>
</tr>
<tr>
<td></td>
<td>Smits et al. (1989); caffeine (250 mg) vs. placebo; E increased (+92%) (p &lt;.01)</td>
</tr>
<tr>
<td></td>
<td>Takiyyuddin et al. (1994); oral caffeine; E release stimulated</td>
</tr>
<tr>
<td>Caffeine increased norepinephrine (NE)</td>
<td>Lane et al. (1990); caffeine (3.5 mg/kg) vs. placebo; plasma NE increased (p &lt;.01)</td>
</tr>
</tbody>
</table>
effect on catecholamine secretion is on epinephrine, while changes in norepinephrine appear to be less common and are perhaps related to specific circumstances.

It is noteworthy that the one study reporting no change in either norepinephrine or epinephrine (Onrot et al., 1985) was done on patients with autonomic failure. The lack of both neurosympathetic and sympathoadrenal responses in these autonomic failure patients suggests that caffeine was unable to cause a direct release of epinephrine at the adrenal medulla. It further suggests that when caffeine does act to increase catecholamine output, it depends on an intact sympathetic nervous system to do so. If the sympathetic nervous system is essential for caffeine’s effect on catecholamine release, its relative specificity for epinephrine, while not absolute, indicates either a greater sensitivity of adenosine-mediated release of epinephrine than of norepinephrine, or a relative sensitivity due to the prevailing low concentrations of circulating epinephrine under basal conditions (20 to 50 μg/ml) in relation to norepinephrine’s higher levels (450 μg/ml). In line with this possibility, a number of the studies reviewed showed some norepinephrine response to caffeine that did not meet usual criteria for statistical significance. The predominance of an epinephrine response also suggests that caffeine exerts a stresslike effect on catecholamine secretion, as it appears to do for cortisol secretion. Although caffeine exerts an acute effect on catecholamine secretion, its dietary effects are less well understood. Daily dosing of volunteers with 750 mg of caffeine was shown to produce at least partial tolerance to the acute effects of caffeine on catecholamine levels (Robertson et al., 1981). The degree of tolerance produced by daily caffeine intake and the doses necessary to produce either complete or partial caffeine tolerance remain unknown (James, 1991).

**CAFFEINE’S CARDIOVASCULAR EFFECTS DURING REST**

Caffeine’s actions on the cardiovascular system are mediated by its competitive blockade of adenosine receptors. At the blood vessel wall, adenosine reduces the contraction of the smooth muscle cell (Suzuki et al., 2001), it enhances release by vascular endothelium of the regional vasodilator, nitric oxide (Buus et al., 2001), and it reduces release of the neurotransmitter norepinephrine (Fredholm and Dunwiddie, 1988). Adenosine therefore reduces vasomotor tone and vascular resistance to blood flow, and caffeine may be expected to oppose these effects.

**CAFFEINE’S EFFECTS ON BLOOD PRESSURE**

Caffeine’s ability to raise BP is perhaps its most extensively documented physiological effect, with publications dating back to the 1860s. While earlier studies caused uncertainty as to caffeine’s actions due to a lack of placebo controls, established dosages, and the availability of reliable BP devices, the earliest reliable report of caffeine’s pressor effect is by Wood (1912), who found an increase in BP and a slight fall in heart rate. Horst et al. (1934) confirmed caffeine’s pressor effect and slight bradycardia, and these have since been reported by many other investigators (Robertson et al., 1978, 1981; Lane, 1983; Smits et al., 1983, 1985; Whitsett et al., 1980; Pincomb et al., 1985, 1987; James, 1990; Lane et al., 1990; Sung et al., 1990; Lovallo et al., 1991; Shepard et al., 2000), to cite only a few. In addition to studies in the laboratory, caffeine’s pressor effect has also been measured outside the laboratory (Pincomb, 1987; Green and Suls, 1996; Shepard et al., 2000).

The BP response to a single dose of caffeine lasts approximately 3 h and is dependent on maintenance of elevated blood levels, declining as caffeine is cleared from the bloodstream (Robertson et al., 1978; Whitsett et al., 1984). In a representative study, 250 mg of caffeine was administered to healthy, caffeine-naive subjects at rest, leading to BP increases (+14/10 mmHg) at 1 h, while heart rate fell slightly (Robertson et al., 1978). The nonconsuming status of these subjects indicates this may represent the upper limit of the BP response to caffeine among healthy persons. Comparison of BP responses to differing doses of caffeine spanning the range of usual daily intakes (2.2, 4.4, and 8.8 mg/kg, equivalent to about one to six cups of coffee) showed relatively little
variation across doses and no tendency for a larger BP response to the highest dose (Whitsett et al., 1980). This suggests that caffeine’s effect on BP has a relatively flat dose-response relationship.

We have consistently failed to find a significant correlation between caffeine blood or saliva levels and BP responses to acute administration. These findings indicate that caffeine’s occupancy of adenosine receptors in regard to BP regulation is complete at somewhere around 2 to 3 mg/kg and that higher doses, and consequently higher blood levels, do not exert a greater effect.

Despite the general understanding that caffeine elevates BP, there was longstanding uncertainty as to the underlying mechanism. It had been proposed that caffeine raised BP by increasing cardiac output (e.g., Rall, 1980). However, there was not good evidence for this view. A drawback to earlier investigations had been the difficulty of making measurements of cardiac output, particularly using reliable, noninvasive approaches that were not stressful for the subject or otherwise obtrusive on the test situation. In our first study (Pincomb et al., 1985), we administered oral doses of placebo vs. caffeine (3.3 mg/kg) to 15 medical students in a randomized, double-blind, crossover study and tracked their responses over 40 min. Along with BP, we measured cardiac output using impedance cardiography (Wilson et al., 1989; Sherwood et al., 1990), which allowed the calculation of total peripheral resistance, and therefore an estimation of the contributions to BP of changed blood flow and vascular resistance at each time point. Compared to placebo values, caffeine showed an increase in peripheral resistance that was statistically significant at 10 min after caffeine intake and increased progressively over the 40-min observation period, with a peak difference of +12% relative to placebo. This change preceded the rise in systolic/diastolic BP (+5%/+9%) and a decline in heart rate (~4.5%). Cardiac output did not change relative to the placebo condition (Pincomb et al., 1985). For this reason, it has been our position that caffeine’s principal resting cardiovascular effect is an increase in vascular resistance, which is the cause of the rise in BP. This finding has been replicated using the same and other techniques to measure cardiac output (Pincomb et al., 1993) and by other investigators (Casiglia et al., 1990).

This interpretation is consistent with caffeine’s adenosine antagonism. Competitive blockade of adenosine A1 receptors in the peripheral vasculature could increase the responsiveness of vascular smooth muscle cells to the tonic norepinephrine release by prejunctional sympathetic terminals. Caffeine may also reduce local secretion of the smooth muscle cell relaxant nitric oxide, further contributing to an overall rise in vascular resistance (Freilich and Tepper, 1992). Consistent with this interpretation, adenosine infused into the forearm causes increased blood flow secondary to decreased vascular resistance (Smits et al., 1991a,b), and this effect is antagonized by caffeine (Smits et al., 1990). In our studies, the effect of caffeine on vascular resistance appears before any significant effect on BP or heart rate, suggesting a peripheral vascular effect. However, a 250-mg dose also lowers baroreflex sensitivity for up to 3 h (Mosqueda-Garcia et al., 1990), potentially contributing centrally to a rise in pressure.

**Caffeine’s Effects on the Heart**

At the heart, adenosine decreases the firing rate of the sinoatrial node (Belloni et al., 1989), reducing the rate of atrial contraction and lowering heart rate. At the atrioventricular node, caffeine lengthens conduction time to the Hiss bundle (Conti et al., 1995), with no net effect on heart rate. At the ventricular wall, adenosine reduces contractility (Belardinelli et al., 1989), especially in the presence of beta-adrenergic stimulation (Isenberg and Belardinelli, 1984), therefore moderating the effects of myocardial ischemia (Freilich and Tepper, 1992; Sato et al., 1992; Song et al., 2002). Finally, adenosine improves coronary blood flow through its vascular actions. In contrast to the blood vessel, where peripheral factors are at least as important as central sympathetic outflow in determining vascular tonus, the heart at rest is governed more directly by a predominant parasympathetic drive (Bernston et al., 1994), augmented by sympathetic outflow under conditions of fight or flight, accompanied by a substantial responsiveness to circulating epinephrine (Sung et al., 1988). This interplay of dual central inputs combined with peripheral contributions in determining heart rate
makes interpreting the present evidence difficult. For example, if adenosine increases the resting interval in the sinoatrial node, caffeine’s opposing action would be expected to increase heart rate. For this reason, caffeine’s bradycardic effect may be central in origin. At the brain stem, adenosine would be expected to reduce both parasympathetic and sympathetic outflow to the heart, with a greater effect on the parasympathetic branch, due to its greater gain factor at the sinoatrial node (Berntson et al., 1994), resulting in an increase in heart rate. Caffeine blockade of the above effects would therefore cause a net reduction of heart rate under resting conditions. There are no direct tests of this speculative explanation of caffeine’s bradycardic effects.

CAFFEINE AND HPA RESPONSES TO STRESS

Caffeine consumption often increases during times of stress (Conway et al., 1981; Ratliff-Crain and Kane, 1995). Previous experiments in mice have demonstrated pathogenic effects of caffeine when administered while mice were subjected to the chronic stress of living in a competitive social environment (Henry and Stephens, 1980). Caffeine added to drinking water, supplied over several months to rats living in crowded conditions, increased corticosterone, adrenal weight, plasma rennin activity, and BP, leading to significant increases in morbidity and mortality compared with control mice drinking water alone.

We and others have noted that caffeine elevates cortisol production during mental stress (Lane et al., 1990; al’Absi et al., 1995; Lovallo et al., 1996), suggesting important interactions between caffeine’s CNS stimulation and endocrine components of the stress response. In a recent study, we evaluated the role of ACTH in the cortisol response to caffeine and stress (al’Absi et al., 1998). We measured ACTH, cortisol, and moods at several time points during placebo vs. caffeine on two resting control days and on two days with a behavioral stressor. During stress, the subjects worked on a reaction time (RT) task in alternation with mental arithmetic (MA). This simulated alternating work on mentally challenging tasks that people may engage in during daily life and that may be accompanied by consumption of caffeine. We found that caffeine and behavioral stress had a combined effect on both ACTH and cortisol (al’Absi et al., 1998).

In the presence of caffeine, behavioral challenges produce significant ACTH and cortisol responses, as documented in studies from our and others’ laboratories measuring cortisol alone (Pincomb et al., 1988; Lane et al., 1990; al’Absi et al., 1995, 1998). In some studies neither caffeine nor the acute stress alone produced cortisol responses, although significant elevations occurred when confronting acute challenges in the presence of caffeine (Lane et al., 1990; al’Absi et al., 1995). Consistent with this, Lane et al. (1990) found that caffeine raised cortisol concentrations when combined with mental arithmetic, but not during rest. Other studies have shown that caffeine alone at a similar dose (250 mg) was capable of producing significant ACTH and cortisol rises in the total sample when measured over a longer period of time and when compared with a time-synchronized placebo during a resting control day (Lovallo et al., 1996).

In summary, caffeine enhances the adrenocortical response to behavioral stress in the laboratory and may potentiate cardiovascular responses during mental stress (Pincomb et al., 1988; al’Absi et al., 1995). Caffeine in dietary doses is therefore capable of producing a pattern of responses associated with mental stress and can enhance such responses when individuals confront acute challenge.

CAFFEINE’S EFFECTS ON CARDIOVASCULAR RESPONSES DURING STRESS

In an early animal study, Henry and Stephens (1980) exposed male mice to social crowding and provided caffeine (3.3 mg/kg/d) in their drinking water. These stressful living conditions increased BP, contributed to renal pathology, and increased death rates in the animals. These findings indicate
the potential health relevance of studies of caffeine’s influence on cardiovascular activity during states of stress in humans. In addressing this issue, three questions arise: Does caffeine act on stress responses in an additive or synergistic fashion? Does it interact differently based on the nature of the stressor? Does it act differentially in certain groups of persons? In the human literature, caffeine has been examined with regard to stressors that can broadly be classified as mental and cognitive, exercise and psychomotor, painful or aversive, and occupational.

MENTAL AND COGNITIVE STRESSORS

A common mental stressor in the psychological laboratory is mental arithmetic, calling for rapid accurate calculations, usually in the presence of an experimenter and often with corrections for errors. This involves significant cognitive effort, and it is a social stressor due to its evaluative nature (Lovallo, 1997). Other cognitive stressors involve demanding tasks such as the Stroop Color-Word Test, which calls for reading a list of color words printed in ink colors that differ from the word itself. The subject is instructed to read the ink color, ignoring the word, leading to a reliable stress response.

In most studies that use mental arithmetic or related stressors, caffeine consumed before stress raised systolic BP, diastolic BP, or both, during the prestress period. During the stressor, the most common finding has been that caffeine’s pressure elevation persists, and it appears to be additive with the effects of the stressor. As a result, the BP increase to caffeine combined with the stressor is often nearly identical to their combined effects. Most of the studies in the literature have used placebo-controlled, crossover designs and caffeine doses of 130 to 500 mg, resulting in increased systolic and diastolic BP levels during stress along with decreases in heart rate (Lane, 1983; Goldstein and Shapiro, 1987; Ratliff-Crain et al., 1989; James, 1990; France and Ditto, 1992; Lane et al., 1990). Other studies report either increased diastolic BP alone (France and Ditto, 1988) or increased systolic BP, when diastolic BP was not measured (Greenberg and Shapiro, 1987; Myers et al., 1989).

Although these studies show a relatively uniform additive effect of caffeine on BP during stress, there are reports of nonadditive effects. One study found a smaller diastolic BP increase to mental arithmetic stress after caffeine relative to placebo (Lane and Williams, 1985). All other examples of nonadditive effects indicate a response enhancement by caffeine. MacDougall et al. (1988) found strongly enhanced effects of mental arithmetic and video game stress on heart rate and systolic, but not diastolic, BP following caffeine. France and Ditto (1992) also reported greater heart rate responses to MA after caffeine intake. In most studies of heart rate in relation to caffeine exposure, the effect of caffeine was to lower heart rate, and this effect was generally found to persist during stress. The studies reporting nonadditive effects of caffeine and stress have usually reported an enhanced heart rate response to stress during caffeine exposure, with occasional effects on systolic BP. One report that caffeine increased the response to stress during electric shock (Hasenfrazt and Battig, 1992) suggests that aversive challenges may interact differentially with caffeine, particularly in relation to beta-adrenergic responses associated with anxiety or fear.

EXERCISE, PSYCHOMOTOR STRESS, AND COLD PRESSOR CHALLENGE

Exercise has different characteristics than mental stress. Dynamic exercise increases heart rate and cardiac output and it induces a degree of vasodilation in the exercising muscle (Lovallo, 1997). In a related fashion, psychomotor challenges, typically reaction time tasks, call for rapid and accurate motor responses and appear to engage a similar response pattern, probably through induction of exercise-related central command mechanisms (Hobbs, 1982). Although both forms of stress have some common central characteristics, in dynamic exercise, centrally induced changes and peripheral ones combine to produce the global hemodynamic response.
Studies of dynamic exercise have shown caffeine’s pressor effect and modest heart rate decrease to be largely additive with the effects of exercise, such that BP is higher and heart rate the same or lower during exercise after caffeine is consumed. When caffeine (3.3 mg/kg) was administered to healthy male volunteers 1 h before a supine maximal bicycle ergometer test, it led to additive increases in systolic/diastolic BP and peripheral resistance at rest and during ergometry (Sung et al., 1990). This caused some subjects, especially those with a family history of hypertension, to have exaggerated BP responses to the exercise (see also Pincomb et al., 1991). A higher dose of caffeine (6 mg/kg) increased systolic BP to an equal degree at rest and during bicycle ergometer exercise (65% VO₂ max) (Daniels et al., 1998). Caffeine did not affect heart rate, although it attenuated the increase in forearm blood flow otherwise seen during placebo. Similar BP and heart rate effects were seen when caffeine (5 mg/kg) was consumed before very mild (30 W) bicycle exercise (Perkins et al., 1994). Studies of isometric or static exercise have also shown predominantly additive effects with caffeine (France and Ditto, 1992). Performance of a simple manual reaction time task is also primarily additive with the effects of caffeine on systolic/diastolic BP (Pincomb et al., 1988), although during the reaction time task caffeine increased cardiac output, an effect not seen at rest.

Some authors have tested the effects of habitual or background caffeine consumption on BP during exercise and related challenges. Instructions to drink six cups of coffee per day vs. none for 8 weeks resulted in volunteers having higher systolic/diastolic BP during orthostatic challenge than under no coffee, with no difference in the magnitude of the change (van Dusseldorp et al., 1992). Women who had consumed coffee on the day of dynamic and static exercise testing had a modest increment in systolic BP relative to those who had not (Hofer and Battig, 1993). In a study of the effect of caffeine intake on the results of diagnostic adenosine perfusion scans, caffeine blood levels ranging from 0.1 to 8.8 mg/l (equal to recent intake of up to five cups of coffee) were considered to be indicators of the recency and quantity of dietary caffeine intake (Majd-Ardekani et al., 2000). Higher blood levels of caffeine (> 2.9 mg/l) were correlated with higher systolic/diastolic BP before and during adenosine perfusion.

The majority of the studies reviewed above indicate that caffeine’s effects on BP and heart rate are additive with the effects of a variety of challenges. A small number of studies indicate that in some persons and under certain conditions, nonadditive or synergistic effects may also occur. Several of these studies have used psychomotor challenge (a simple reaction time task), some have used dynamic exercise, one used aversive stimulation, and some of these have compared persons at differing risk for hypertension. Caffeine therefore appears to have additive effects with acute mental stress, and both may have synergistic effects as well.

WORKPLACE AND RELATED SETTINGS OUTSIDE THE LABORATORY

Workplace studies have also found caffeine to elevate BP. Systolic BP increased after caffeine during telemarketing work (France and Ditto, 1989), and ad libitum coffee intake increased ambulatory diastolic BP in university workers relative to ad libitum decaffeinated coffee intake (Jeong andDimsdale, 1990). Similarly, Lane et al. (1998, 2002) found caffeine increased ambulatory BP and heart rate at work and at home relative to placebo. Caffeine was examined in relation to the effects of variations in occupational stress by comparing BPs on lecture vs. exam days in medical students exposed to placebo and caffeine at both times. Caffeine (3.3 mg/kg) increased systolic/diastolic BP on mornings of lecture days, and it further elevated BP on mornings of exams, showing an additive effect (Pincomb et al., 1987). This additive relationship was confirmed in a more extensive study using ambulatory monitoring during extended portions of lecture and exam days (Shepard et al., 2000).

Two studies of Italian employees monitored in the workplace reported an inverse relationship between BP and self-reported coffee intake (Periti et al., 1987; Salvaggio et al., 1990). However,
these studies explicitly requested all employees to refrain from coffee intake the mornings of BP screenings, raising the possibility of a rebound BP effect in the regular consumers. Several other studies have found a positive association between casual BPs and reported caffeine intake among students attending a college campus BP screening (McCubbin et al., 1991). In 2436 Canadians being surveyed, reported coffee intake had a significant positive association with diastolic BP, although the effect was small (Birkett and Logan, 1988). In Denmark, coffee intake was significantly related to BP in 3608 adults (Kirchoff et al., 1994). In France, systolic/diastolic BPs were higher in 5430 coffee drinkers than in 891 abstainers (Lang et al., 1983b). In Algeria, diastolic BP was positively associated with coffee consumption in 1491 women and men (Lang et al., 1983a).

The nonlaboratory studies are therefore generally in agreement with those in the laboratory; BP is elevated by caffeine intake, either explicitly administered or by self-reported intake in the diet, and these effects are additive with the effects of stress when stress was manipulated. In general, the effects on BP are larger after specific dosing and smaller in relation to self-reported intake, perhaps due to lower reliability of self-reports and varying intervals between consumption and BP measurements. Although no mechanistic studies have been done, the results are generally in agreement with laboratory studies suggesting caffeine’s effect on the constrictor status of the blood vessel wall.

INDIVIDUAL DIFFERENCES IN THE EFFECTS OF CAFFEINE

Caffeine’s effects on the stress axis are variable across individuals. One of the individual differences that has been found to influence effects of caffeine on adrenocortical and sympathetic responses is risk for hypertension. Previous research has documented that risk for hypertension is accompanied by increased activation of the autonomic nervous system (Anderson et al., 1989) and the cardiovascular control centers of the hypothalamus and medulla (Folkow, 1982; Julius et al., 1988). Persons at genetic risk for hypertension may show greater cardiovascular reactivity to psychological stress (Fredrikson and Matthews, 1990; Lovallo and Wilson, 1992; al’Absi et al., 1996). The genetic disposition combined with the relatively elevated BP and exaggerated reactivity in these individuals may put them at a higher risk of becoming hypertensive (Borghi et al., 1986; Fredrikson and Matthews, 1990). The HPA axis is activated by exposure to novel and stressful situations, resulting in the secretion of cortisol from the adrenal cortex (Mason, 1975; al’Absi and Lovallo, 1993; al’Absi and Arnett, 2001). This activation may be exaggerated in persons at risk for hypertension (al’Absi et al., 1994; al’Absi and Wittmers, 2003).

Persons at risk for hypertension may be especially sensitive to caffeine’s effects on the HPA axis. For example, cortisol responses to caffeine at rest and following behavioral stress are greater and more persistent in persons at high risk for hypertension than in low-risk normotensives (Lovallo et al., 1989; al’Absi et al., 1995). Our research with individuals at high risk for hypertension also shows that ACTH and cortisol values at rest after caffeine were as high as those shown by the low-risk group in response to caffeine plus the tasks (al’Absi et al., 1995; Lovallo et al., 1996).

This indicates that caffeine may produce stresslike responses in high-risk persons even in the absence of behavioral demands, consistent with the hypothesis that risk for hypertension may be associated with increased activation of the HPA axis (al’Absi and Lovallo, 1993). Persons at risk for hypertension have increased activation of the autonomic nervous system (Julius et al., 1988) and the cardiovascular control centers of the hypothalamus and medulla (Folkow, 1982; Wyss et al., 1990). This may be paralleled by enhanced responses of the HPA responses to stimulant agents, such as caffeine.

In light of caffeine’s pressor effect and cortisol’s effects in enhancing cardiovascular activation, this line of research argues for further attention to the effect of caffeine in individuals at high risk for hypertension. For example, when at rest in a novel experimental environment, borderline hypertensives show enhanced adrenocortical activation relative to low-risk controls (Fredrikson et
al., 1991; al’Absi and Wittmers, 2003) and they have larger responses during work on mental arithmetic and psychomotor stress (al’Absi et al., 1994). These tendencies are exaggerated in the presence of caffeine. Compared to low-risk controls, caffeine can differentially increase cortisol secretion in normotensive men at high risk for hypertension during work on a demanding psychomotor task (Lovallo et al., 1989) and in response to a combination of mental arithmetic and reaction time tasks (al’Absi et al., 1995). This suggests that persons at risk of hypertension may be especially sensitive to caffeine’s pituitary–adrenocortical effects when under stressful conditions.

In relation to caffeine’s predominant pattern of increased BP and bradycardia, the effects of caffeine may show important individual differences. Our initial finding that caffeine elevated vascular resistance led us to target persons for study who were at elevated risk for hypertension. Hypertension development may be accompanied by early vascular remodeling, with progressive thickening of the blood vessel wall (Folkow, 1990), causing an increase in vascular resistance while BP is still within the normal range (Lovallo et al., 1991; Marrero et al., 1997; Lovallo and al’Absi, 1998), and consequently a greater sensitivity to agents that might elevate vascular resistance. We have therefore observed caffeine’s hemodynamic effects in young adults at differing levels of risk for hypertension, ranging from low risk (negative parental history and resting systolic BP < 125) to high risk (positive parental history and systolic BP > 125) to borderline hypertensive (BP > 135/85 and periodic elevations > 140/90) and medicated hypertensive patients. Persons at successively higher levels of hypertension risk have greater BP responses to caffeine (Hartley et al., 2000). This is especially apparent in borderline hypertensives and medicated hypertensives who have both a greater and more prolonged BP response to caffeine along with larger vascular resistance increases compared to controls (Sung et al., 1994, 1995; Pincomb et al., 1996). This same dose of caffeine in borderline hypertensives led to a slightly greater increase in BP to the combination of task plus caffeine than in normotensive controls (Lovallo et al., 1996). This greater pressor effect in the borderline hypertensives was persistent over a 1-h task period involving both unsignaled reaction time and alternations with mental arithmetic in the latter half of the stress period (Lovallo and Thomas, 2000). Lovallo et al. (1991) found that caffeine (3.3 mg/kg) caused consistent increases in systolic/diastolic BP at rest due to increased vascular resistance. During an unsignaled simple reaction time task, caffeine caused a rise in cardiac output larger than its response to the task alone, contributing to a superadditive increase in the systolic BP response to the task.

Sung et al. (1995) compared normotensive and unmedicated hypertensive men during caffeine exposure and bicycle ergometer exercise. Caffeine (3.3 mg/kg) had an additive effect on systolic/diastolic BP during exercise in both groups and caused an elevation in vascular resistance and a small but significant decline in heart rate. During caffeine exposure, the diastolic BP rise to exercise diminished after 15 min in controls but persisted until 30 min in hypertensives, indicating a greater sensitivity to caffeine’s pressor effects in the hypertensives. This led a greater number of hypertensive men having an exaggerated BP response at some point during exercise (> 230/120 mmHg). The studies showing nonadditive effects of caffeine and stress fall into two groups. One has found predominantly enhanced cardiac function as a result of psychomotor tasks, exercise, or aversive challenge. The second group includes studies of hypertensives or persons at high risk for future hypertension in whom increases in vascular responsiveness combined with increased cardiac output appear to have induced relatively greater BP rises than those found in normotensive controls.

In summary, persons at high risk for hypertension had greater pituitary–adrenocortical responsivity than low-risk men to the task challenges in the absence of caffeine compared with time-synchronized resting placebo control values. Caffeine alone elevated ACTH and cortisol concentrations relative to placebo in both groups. Both groups showed significant ACTH and cortisol rises to the combined tasks in the presence of caffeine, and the high-risk group showed earlier and more persistent rises throughout the tasks and the highest ACTH and cortisol levels seen in the experiment.
OTHER INDIVIDUAL DIFFERENCES

Caffeine’s BP effects are larger in older persons (Izzo et al., 1983) and men (James, 1990) and are more prolonged in blacks (Myers et al., 1989). Because there are on the order of 100 studies of caffeine’s pressor effect, a detailed review would be excessively long for the present purposes. A good, brief review is provided by James (1991).

CONCLUDING REMARKS AND FUTURE DIRECTIONS

Although research has demonstrated significant adrenocortical and sympathetic nervous system changes in response to caffeine, most studies produced findings that are limited to the examination of the effects of a single dose in regular users of caffeine who had abstained overnight. The acute and chronic tolerance effects of caffeine on adrenocortical responses to caffeine use on and behavioral challenges remain to be tested (see Robertson et al., 1981; James, 1993). Research so far is also limited by the exclusive use of men in most studies. Future studies could profitably address sex differences and should examine changes in response to caffeine and stress as a function of age and previous caffeine use.

The research conducted by our group showing an enhanced influence of caffeine in samples of normotensive men at elevated risk for hypertension suggests that similar studies should be conducted on other groups at elevated risk for cardiovascular disease, including smokers, blacks, and postmenopausal women. In addition, the responsiveness of the HPA axis to caffeine indicates that caffeine may also elevate levels of beta-endorphin, a potent ligand for opioid receptors located in the amygdala and elsewhere. Beta-endorphin shares an identical mode of release with ACTH at the pituitary (Guillemin et al., 1977). Future research into the role of neuroendocrine factors mediating the possible reinforcing effects of caffeine use could benefit from the examination of the HPA axis and endogenous function as potential mechanisms. Related systems that have been implicated in the addictive liability in caffeine, such as the GABAergic and dopaminergic systems, may also need to be further probed in terms of how their effects interact with HPA responses to caffeine and stress. Caffeine’s habitual intake may be encouraged by a mild experience of reward due to activation of central GABAergic neurons and release of dopamine from parts of the mesopontine reticular system (Daly and Fredholm, 1998; Nehlig, 1999). These effects may underlie a reported inverse relationship between caffeine use and suicide in women (Kawachi et al., 1996) and the inverse risk of Parkinson’s disease in caffeine consumers (Ross and Petrovich, 2001). Work to examine the minimum effective dose of caffeine on these systems is still needed. Furthermore, the clinical significance of these changes needs to be clarified within the several lines of research that have been reviewed in this chapter.

In conclusion, current research indicates that caffeine, when combined with behavioral stress, enhances the effects of stress on ACTH and cortisol concentrations in humans. Individual differences in the effects of caffeine have also been shown. Specifically, research on persons at risk for hypertension indicates that these individuals may have greater pituitary–adrenocortical and sympathetic responses to caffeine, alone and combined with behavioral stress. In light of previously reported greater cardiovascular responses to stress in hypertension-prone individuals, this set of findings indicates a potential for greater negative impacts of caffeine in this group.

REFERENCES


© 2004 by CRC Press LLC


Jackson, S. (1849) On the influence upon health of the introduction of tea and coffee in large proportion into the dietary of children and the laboring classes. *American Journal of the Medical Sciences*, 18, 79–86.


9 Dependence upon Coffee and Caffeine: An Update

Astrid Nehlig

CONTENTS

Introduction
Coffee and Caffeine Consumption
  Coffee Consumption
  Caffeine Consumption
Addiction and Drug Dependence
Caffeine Withdrawal
  Caffeine Withdrawal in Animals
  Characterization of Withdrawal Symptoms in Humans
Tolerance to the Effects of Caffeine
  Tolerance to Caffeine in Animals
  Tolerance to Caffeine in Humans
Reinforcement Properties of Caffeine
  Reinforcing Effects of Caffeine in Animals
  Reinforcing Effects of Caffeine in Humans
Is Caffeine Activating the Brain Circuits Underlying Dependence to Drugs?
Conclusion
References

INTRODUCTION

Caffeine is the most widely used psychoactive substance in the world. Most of the caffeine consumed comes from dietary sources such as coffee, tea, cola drinks, and chocolate. The most notable behavioral effects of caffeine occur after low to moderate doses (50 to 300 mg) and include increased alertness, energy, and ability to concentrate. Moderate caffeine consumption leads very rarely to health risks (Curatolo and Robertson, 1983; Benowitz, 1990; Fredholm et al., 1999; Nawrot et al., 2003). Higher doses of caffeine, however, induce negative effects such as anxiety, restlessness, insomnia, and tachycardia, primarily in a small portion of caffeine-sensitive individuals. Four attitudes are positively linked to the quantity of coffee consumed (SECED, 1980). They are, in decreasing order of importance: (1) the need for a stimulant, (2) the preference for strong coffee, (3) the knowledge of coffee, and (4) the preference for the coffee roasting shop. On the other hand, caffeine has also been considered as a potential drug of abuse (Gilliland and Bullock, 1984; Holtzman, 1990), and the possibility that caffeine withdrawal — but not abuse and dependence — should be added to diagnostic manuals has been considered in the U.S. (Hughes et al., 1992). Two recent reviews have detailed the various aspects linked to caffeine dependence (Fredholm et al., 1999; Nehlig, 1999). In this chapter, we will consider whether or not caffeine can be considered a drug of dependence.
COFFEE AND CAFFEINE CONSUMPTION

Consumption of coffee varies largely among the different countries. The highest consumption (more than 10 kg/person/year) occurs in Scandinavia, Austria, and the Netherlands. In most Western European countries, coffee consumption ranges from 6 to 9 kg/person/year. The lowest consumption (less than 5 kg/person/year) is found in the U.S. and Italy (D’Amicis and Viani, 1993; Debry, 1994).

The content of caffeine per cup of coffee varies with the size of the serving, the mode of preparation of coffee (boiled, filtered, percolated, espresso, or instant), and the type of coffee, Arabica or Robusta (D’Amicis and Viani, 1993; Debry, 1994). The size of the cup ranges from 50 to 190 ml and the content of caffeine in a 150-ml cup of coffee is as low as 19 mg/cup in instant coffee and as high as 177 mg/cup in boiled coffee.

Caffeine is present in a number of dietary sources consumed worldwide: tea, coffee, cocoa beverages, candy bars, and soft drinks. The content of caffeine in these food items ranges from 71 to 220 mg/150 ml for coffee to 32 to 42 mg/150 ml for tea, 32 to 70 mg/330 ml for cola, and 4 mg/150 ml for cocoa (Debry, 1994). Caffeine consumption from all sources can be estimated as 76 mg/person/d but reaches 210 to 238 mg/d in the U.S. and Canada and more than 400 mg/person/d in Sweden and Finland, where 80 to 100% of the caffeine intake comes only from coffee (Viani, 1993, 1996; Debry, 1994; Barone and Roberts, 1996). In the U.K., 72% of the caffeine consumed comes from tea (Debry, 1994). In adult consumers, the daily caffeine consumption from all sources in the U.S. reaches a value of 2.4 to 4.0 mg/kg (170 to 300 mg) in a 60 to 70-kg individual (Barone and Roberts, 1996). In children, soft drinks represent 55%, chocolate foods and beverages 35 to 40%, and tea 6 to 10% of the total caffeine intake (Ellison et al., 1995).

ADDICTION AND DRUG DEPENDENCE

Drug dependence has been defined as “a pattern of behavior focused on the repetitive and compulsive seeking and taking a psychoactive drug” (Heishman and Henningfield, 1992). However, it is necessary to demonstrate psychoactive effects to differentiate drug dependence from other habitual or controlled behaviors, such as the daily ingestion of medications such as aspirin or vitamins. Moreover, it is necessary to demonstrate that the drug is positively reinforcing its own ingestion.

The recent diagnostic manuals from the World Health Organization (WHO, 1994) and the American Psychiatric Association (APA, 1987, 1992) proposed a new set of criteria for dependence based on the fulfillment of three (unspecified) of the six WHO or seven APA criteria. The seven criteria of dependence as proposed by the APA (1992) in DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, 4th ed.) are: (1) tolerance (not specified for severity), (2) substance-specific withdrawal syndrome (psychic or physiological, not specified for severity), (3) substance is often taken in larger amounts or over a longer period than intended, (4) persistent desire or unsuccessful efforts to cut down or control use, (5) a great deal of time spent in activities necessary to obtain, use, or recover from the effects of the substance, (6) important social, occupational, or recreational activities given up or reduced because of substance use, (7) use continued despite knowledge of a persistent or recurrent physical or psychological problem that is likely to have been caused or exacerbated by the substance. The six criteria proposed by the WHO (1994) differ only slightly from those of the APA, mainly by a different sequence, slightly different formulations, and the combination of criteria (5) and (6) into a single one. The only possibility to differentiate between substances that can lead to dependence is to classify them according to the number of criteria met and specify severity of symptoms and frequency of occurrence.
The possible dependence on caffeine has been considered by several groups for almost two decades (Gilliland and Bullock, 1984; Griffiths et al., 1986, 1990; Griffiths and Woodson, 1988a; Heishman and Henningfield, 1992, 1994; Griffiths and Mumford, 1995; Strain and Griffiths, 1995), and caffeine has even been postulated as a “potential model of drug of abuse” (Holtzman, 1990). In the last decade, three studies used the criteria cited above and reported a dependence on caffeine in a subset of the general population. As a result of a random telephone survey in Vermont, Hughes et al. (1993) reported that 14 (3%) of the 166 caffeine users interviewed met the criteria for moderate and severe caffeine dependence, respectively. After telephone screening performed on 99 subjects in the U.S., Strain et al. (1994) found 16 individuals that fulfilled four criteria [(1), (2), (4), and (7) of the DSM-IV] out of the seven criteria cited above and were thus considered dependent on caffeine. The daily caffeine intake of the caffeine-dependent subjects ranged from 129 to 2548 mg/d, with a median daily caffeine intake of 360 mg (Strain et al., 1994). However, in spite of the absence of current psychiatric disorders at the time of the study in 14 out of 16 individuals, 11 of the 16 persons diagnosed with “caffeine dependence” had a history of psychiatric disorders, mainly substance abuse disorders (ten subjects) and mood disorders (seven subjects), which represents a higher prevalence of these disorders than in the general population (i.e., 50%) (Kessler et al., 1994). More recently, dependence was reported to occur in a subgroup of 36 teenagers recruited through newspaper advertisements and posters. There was no difference in the amount of caffeine consumed daily by caffeine-dependent vs. caffeine-nondependent teenagers. However, due to the method of recruitment, this study does not indicate how often these problems may occur in the teenage population (Bernstein et al., 2002; Oberstar et al., 2002).

In the present review, the consequences of coffee and caffeine consumption on various criteria possibly leading to the diagnosis of dependence will be considered. Among the seven criteria for drug dependence that have been cited above, the four main factors considered here will be withdrawal, tolerance, reinforcement, and dependence.

CAFFEINE WITHDRAWAL

CAFFEINE WITHDRAWAL IN ANIMALS

Signs of caffeine withdrawal in rats, cats, and monkeys include decreases in locomotor activity (Holtzman, 1983; Finn and Holtzman, 1986), operant behavior (Carney, 1982; Mumford et al., 1988; Carroll et al., 1989), reinforcement threshold for electrical brain stimulation (Mumford et al., 1988), and time spent in slow-wave sleep (Sinton and Petitjean, 1989). The severity and duration of caffeine withdrawal symptoms depend on the dose and duration of the treatment. Decreases in locomotor activity appear only when very high caffeine doses, at least 67 mg/kg/d, are substituted by water (Holtzman, 1983; Finn and Holtzman, 1986). Caffeine withdrawal symptoms peak around 24 to 48 h and do not usually last longer than a few days (Vitiello and Woods, 1977; Carney, 1982; Holtzman, 1983; Finn and Holtzman, 1986; Mumford et al., 1988; Carroll et al., 1989; Sinton and Petitjean, 1989; Griffiths and Mumford, 1996).

CHARACTERIZATION OF WITHDRAWAL SYMPTOMS IN HUMANS

In humans, the caffeine withdrawal symptoms most often reported are headaches; feelings of weariness, weakness, and drowsiness; impaired concentration; fatigue and work difficulty; depression; anxiety; irritability; increased muscle tension; and occasionally tremor, nausea, or vomiting; as well as withdrawal feelings (Griffiths et al., 1990; Silverman et al., 1992; Hughes et al., 1993; Nehlig and Debry, 1994; Strain et al., 1994, 1995). Interestingly, some of the same symptoms have been reported following excessive intake of caffeine (Dews et al., 2002). Withdrawal symptoms generally begin about 12 to 24 h after sudden cessation of caffeine consumption and reach a peak after 20 to 48 h. However, in some individuals, these symptoms can appear within only 3 to 6 h.
and last for up to 1 week (James, 1991; Nehlig and Debry, 1994; Lane, 1997). When symptoms of caffeine withdrawal continue for days, weeks, or even months, it appears possible that these individuals may miss the enhancement of performance they customarily receive at appropriate times from consumption of caffeine. These subjects would then report their lower (noncaffeine) level of performance at times as continuance of withdrawal symptoms (Smith et al., 1993). Withdrawal symptoms do not seem to relate to the quantity of caffeine ingested daily (Griffiths and Woodson, 1988a,b,c; Hughes et al., 1992; Strain et al., 1994) and do not occur when caffeine consumption is progressively decreased (James et al., 1988).

Withdrawal symptoms vary with the subjects, and their frequency reported in different studies varies considerably, most often from 11 to 22%, but it can reach 0% in studies not focused on withdrawal symptoms and have reached 100% in a study in which the subjects knew when they were withdrawn (for review, see Dewss et al., 2002). In a population of 144 students that discriminated caffeine only at chance level, the frequency of headaches was similar in the group in which caffeine was withdrawn and the one receiving caffeinated coffee over the 3-d protocol. This effect was interpreted as an expectancy effect that might not have occurred in other studies where subjects were able to discriminate caffeine (Smith, 1996). Caffeine withdrawal was also reported recently in schoolchildren, either only as a deterioration of performance (Bernstein et al., 1998) or as physical symptoms (Bernstein et al., 2002; Oberstar et al., 2002). Caffeine withdrawal symptoms can also occur in newborns whose mothers were heavy coffee drinkers during pregnancy. The infants display irritability, high emotivity, and, eventually, vomiting. Symptoms begin at birth but spontaneously disappear after a few days (McGowan et al., 1988).

There is a relationship between caffeine withdrawal, the development of headaches, and changes in cerebral blood flow. Cerebral blood flow velocities increase during withdrawal headaches, significantly decrease within 30 min after caffeine intake in all subjects, and return to baseline values after 2 h (Couturier et al., 1997). Thus, as suggested in previous studies, increased blood volume may be involved in caffeine withdrawal headache (Dreisbach and Pfeiffer, 1943; Von Borstel et al., 1983; Hirsch, 1984; Matthew and Wilson, 1985). Caffeine withdrawal symptoms disappear soon after absorption of caffeine. This effect is strongly linked to the psychological satisfaction related to the ingestion of caffeine, especially the first cup of the day. The potential reversal of caffeine withdrawal-induced headache and other symptoms by the absorption of caffeine alone has been known for over 50 years and shown repeatedly (Dreisbach and Pfeiffer, 1943; Goldstein et al., 1969a,b; Griffiths and Woodson, 1988b; Hughes et al., 1991; Watson et al., 2000).

TOLERANCE TO THE EFFECTS OF CAFFEINE

Tolerance to a drug refers to an acquired change in responsiveness of a subject repeatedly exposed to the substance and can be considered in two ways. First, tolerance might indicate that the dose necessary to achieve the desired euphoric or reinforcing effects increases with time, thus inciting people to gradually consume more drug. Second, tolerance to the aversive effects of high doses of the drug may occur, hence leading people to consume higher doses over time.

TOLERANCE TO CAFFEINE IN ANIMALS

In mice, cats, and squirrel monkeys chronically treated with the methylxanthine, tolerance to caffeine-induced locomotor stimulation, cerebral electrical activity, reinforcement thresholds for electrical brain stimulation, schedule-controlled responding maintained by presentation of food and electric shock, and thresholds for caffeine- or NMDA-induced seizures have been described (for review, see Holtzman and Finn, 1988; Griffiths and Mumford, 1996). The development of tolerance to caffeine in animals is rapid, usually insurmountable, and shows cross-tolerance with the other methylxanthines but not with psychomotor stimulants such as amphetamine and methylphenidate (Finn and Holtzman, 1987, 1988). However, most of these studies used high doses of caffeine, not
relevant to human consumption, mainly because the development of tolerance was suggested to become more complete at higher doses of caffeine (Holtzman and Finn, 1988; Lau and Falk, 1995). At those doses, caffeine stimulates nonspecific functional activity in all brain regions (Nehlig et al., 1984, 1986). Tolerance to behavioral effects of caffeine in animals does not seem to involve adaptive changes in adenosine receptors (Holtzman et al., 1991; Georgiev et al., 1993) and may result from compensatory changes in the dopaminergic system as a result of chronic adenosine receptor blockade (Garrett and Holtzman, 1994) linked to a reduced effect of caffeine on striato-pallidal neurons that are enriched in $A_2A$ receptors (Svenningsson et al., 1999).

TOLERANCE TO CAFFEINE IN HUMANS

In humans, the tolerance to some peripheral actions of caffeine has been shown to occur. This is the case for the effect of caffeine on blood pressure and heart rate (Robertson et al., 1981; Ammon et al., 1983; Denaro et al., 1991; Shi et al., 1993; Satoh and Tanaka, 1997), diuresis (Eddy and Downs, 1928), plasma adrenaline and noradrenaline levels, and renin activity (Robertson et al., 1981). Tolerance to some subjective effects of caffeine, such as increases in tension/anxiety, jitteriness/nervousness, activity/stimulation/energy, and the strength of the drug’s effect was reported to occur (Evans and Griffiths, 1992). Although tolerance to the enhancement of arithmetic skills by caffeine was shown (Satoh and Tanaka, 1997), there is only limited evidence for tolerance to caffeine-induced alertness and wakefulness (Goldstein et al., 1965; Colton et al., 1968; Höfer and Bättig, 1994a,b). These effects are paralleled by the lack of tolerance of cerebral energy metabolism to caffeine; an acute administration of 10 mg/kg caffeine induces the same metabolic increases whether rats have been exposed to a previous daily chronic treatment of caffeine or saline for 15 d (Nehlig et al., 1986). These data show that every single exposure to caffeine is able to produce cerebral stimulant effects, and this is mainly true in the areas that control locomotor activity (caudate nucleus) and the structures involved in the sleep–wake cycle (locus coeruleus, raphe nuclei, and reticular formation) that are especially sensitive to the effects of caffeine (Nehlig et al., 1986).

In humans, sleep seems to be the physiological function most sensitive to the effects of caffeine, as reviewed by Snel (1993). Generally more than 200 mg of caffeine are needed to affect sleep significantly. It is not clearly established yet whether or not the difference in the sensitivity to the effects of coffee on sleep could be attributable to tolerance. According to some studies, this difference could reflect interindividual sensitivity to caffeine, possibly related to lower rates of caffeine metabolism in poor sleepers (Levy and Zylber-Katz, 1983; Tiffin et al., 1995). The development of tolerance to sleep disturbances seems to relate to caffeine intake; heavy coffee drinkers appear less sensitive to caffeine-induced sleep disturbances than light coffee drinkers (Colton et al., 1968). However, the tolerance is not complete, and their sleep efficiency remains below 90% of the baseline value (Bonnet and Arand, 1992).

Thus, in humans, tolerance to behavioral effects of caffeine appears to be of low magnitude and incomplete (Fredholm et al., 1999; Dews et al., 2002; Watson et al., 2002). This may underlie individual differences in the susceptibility and tolerance to caffeine-induced effects. Moreover, mechanisms of tolerance may be overwhelmed by the nonlinear accumulation of caffeine and its main metabolites in the human body when caffeine metabolism becomes saturable under multiple dosing conditions (Denaro et al., 1990, 1991).

REINFORCEMENT PROPERTIES OF CAFFEINE

REINFORCING EFFECTS OF CAFFEINE IN ANIMALS

Reinforcing efficacy of a drug refers to the relative efficacy in establishing or maintaining a behavior on which the delivery of the drug is dependent. In animals, intravenous self-administration and behavioral reinforcement of caffeine have been studied in a paradigm allowing the animals to self-
administer the drug by pressing a lever (Griffiths and Mumford, 1995). According to the studies, caffeine was shown to be self-injected in all (Griffiths et al., 1979; Dworkin et al., 1993; Griffiths and Mumford, 1995) or only in a limited subset of animals (Schuster et al., 1969; Atkinson and Enslen, 1976). A sporadic pattern of caffeine self-administration, characterized by periods with high rates of self-injection alternating with periods of rather low intake, was found in nonhuman primates (Deneau et al., 1969; Griffiths et al., 1979; Griffiths and Mumford, 1995). Thus, although caffeine seems to be able to act as a reinforcer in some conditions, there is a marked difference between caffeine and classic drugs of abuse such as amphetamine and cocaine, whose self-administration is maintained across species and conditions (Griffiths et al., 1979; Pontieri et al., 1995).

Caffeine was shown to be able to reinstate extinguished cocaine-taking behavior in rats. This effect was more marked when caffeine was given 1 d compared to 4 d following the last cocaine self-administration session. Thus, extended withdrawal is able to increase the priming effects of caffeine (Worley et al., 1994; Schenk et al., 1996). However, it must be remembered that these animal studies used intravenous self-administration, whereas in humans, caffeine is always consumed orally. It is known that the former mode of administration is by far more addictive than the latter one (Heishman and Henningfield, 1994). Indeed, recent studies reported that caffeine injection increases the amount of self-administered cocaine while caffeine drinking reduces it (Kuzmin et al., 1999, 2000). Thus, caffeine does not appear to be a very robust reinforcer in animals.

REINFORCING EFFECTS OF CAFFEINE IN HUMANS

In humans, the widely recognized behavioral stimulant and mildly reinforcing properties of caffeine are probably responsible for the maintenance of caffeine self-administration, primarily in the form of caffeinated beverages such as coffee, tea, and cola (Nehlig and Debry, 1994; Griffiths and Mumford, 1995). In some studies, the choice of caffeine has been shown to be more potently controlled by avoiding withdrawal than by its positive effects (Rogers and Richardson, 1993; Shi et al., 1993; Yeomans et al., 2002), while other data support the hypothesis that the true performance-enhancing effects of caffeine are responsible for its self-administration (Rogers et al., 1995). Most data showed that caffeine reinforcement occurs in 100% of heavy caffeine consumers (1020 to 1530 mg/d) that also had histories of alcohol or drug abuse (Griffiths et al., 1986, 1989). For moderate caffeine users (128 to 595 mg/d), caffeine reinforcement occurs in about 45% (Griffiths and Woodson, 1988a; Hughes et al., 1991, 1992; Oliveto et al., 1991, 1992) to possibly 80 to 100% of the subjects (Evans et al., 1994).

Caffeine reinforcement varies with the dose. Doses of caffeine encountered in tea and coffee are high enough to act as reinforcers, since people look for them in case of withdrawal symptoms (Hughes et al., 1991). A dose of 25 to 50 mg of caffeine per cup of coffee acts as a reinforcer, while increasing doses beyond 50 or 100 mg tends to decrease the choice of caffeine or the frequency of caffeine self-administration (Griffiths and Mumford, 1995). High doses of caffeine (400 to 600 mg in a single dose) are avoided (Griffiths and Woodson, 1988b). The choice of caffeine seems also to be oriented towards avoiding withdrawal rather than its positive effects (Shuh and Griffiths, 1997). Subjects that consistently suffered from caffeine withdrawal headache increased their chance to select caffeinated coffee (containing 100 mg caffeine) by 2.6-fold (Hughes et al., 1993).

The conditions under which caffeine acts as a reinforcer are not clearly understood. However, the possible reinforcing effects of coffee unrelated to caffeine, but related to its smell, taste, and the social environment usually accompanying coffee consumption should be taken into account in the everyday motivations for caffeine-containing or caffeine-free coffee consumption. In subjects with a mean habitual coffee consumption of six cups/d who switched to the consumption of 600 mg of caffeine either in tablets or to decaffeinated instant coffee for 3 d, the desire for coffee in the next 3 d largely increased in the group given caffeine tablets but remained unchanged in the group given decaffeinated instant coffee, although the latter group experienced marked symptoms of caffeine withdrawal (Höfer and Bättig, 1994b).
Taken together, all these data confirm the fact that caffeine is less reinforcing than amphetamines and related psychomotor stimulants (Johanson et al., 1983; Chait et al., 1987; Stern et al., 1989).

**IS CAFFEINE ACTIVATING THE BRAIN CIRCUITS UNDERLYING DEPENDENCE TO DRUGS?**

The critical role of the mesolimbic dopamine system has been emphasized as underlying reinforcement and drug dependence (Koob, 1992; Self and Nestler, 1995). This system consists of the dopaminergic neurons originating in the ventral tegmental area and ending in the nucleus accumbens and prefrontal cortex. The latter nucleus that plays a central role in the mechanism of drug dependence is functionally and morphologically divided into a core and a shell. The medioventral shell is related to the limbic “extended amygdala” assumed to play a role in emotional, motivational, and reward functions, whereas the laterodorsal core regulates somatomotor functions (Heimer et al., 1991).

The specificity of cocaine, amphetamines, morphine, alcohol, cannabinoids, and nicotine is to activate selectively and at low doses the dopaminergic neurotransmission in the shell of the nucleus accumbens (Pontieri et al., 1995, 1996; Tanda et al., 1997), a property that has been related to the strong addictive properties of these drugs (Koob, 1992; Self and Nestler, 1995). Simultaneously, amphetamines, cocaine, and nicotine also induce specific increases in the rates of cerebral glucose utilization and blood flow in the shell of the nucleus accumbens but no changes in the core of the same nucleus (Porrino et al., 1984, 1988; Stein and Fuller, 1992; Orzi et al., 1993; Pontieri et al., 1996). The doses of addictive drugs that elicit the increase in functional activity in the shell of the nucleus accumbens are rather low and activate only a very limited number of brain regions together with the latter structure, such as the caudate nucleus in the case of amphetamines (Porrino et al., 1984).

Unlike the drugs of abuse, caffeine increases dopamine release in the caudate nucleus (Okada et al., 1996, 1997), which reflects the stimulatory properties of caffeine on locomotor activity (for review, see Nehlig et al., 1992; Nehlig and Debry, 1994) but does not induce any release of dopamine in the shell of the nucleus accumbens when injected at doses ranging from 0.5 to 5.0 mg/kg (Acquas et al., 2002; Solinas et al., 2002), which represent the normal human daily consumption (Debry, 1994; Barone and Roberts, 1996). It is necessary to reach quite high doses of caffeine (10 or 30 mg/kg) in rats, no longer representative of human consumption — 5 to 15 times the daily human consumption in one dosage (Debry, 1994; Barone and Roberts, 1996) — to elicit a release of dopamine from the shell of the nucleus accumbens (Solinas et al., 2002). Likewise, the acute administration of caffeine does not lead to a metabolic increase in the shell of the nucleus accumbens at doses ranging from 1 to 5 mg/kg in the rat. Only the dose of 10 mg/kg caffeine elicits metabolic increases in the vast majority of brain regions including the shell and the core of the nucleus accumbens, the extrapyramidal motor system, most limbic and thalamic regions, and the cerebral cortex (Nehlig et al., 1984, 1986; Nehlig and Boyet, 2000).

Taken together, these data show that the psychostimulant properties of caffeine are unrelated to the stimulation of endogenous dopamine transmission in the shell of the nucleus accumbens, which is the case for the drugs of dependence. Caffeine acts primarily on the extrapyramidal motor system, leading to a release of dopamine (Okada et al., 1995, 1996), and increases functional activity in the caudate nucleus and cerebral structures related to the sleep–wake cycle, such as the reticular formation, raphe nuclei, and locus coeruleus (Nehlig et al., 1984, 1986, 2000). These data are in good accordance with the facilitated motor output (James, 1991; Lorist et al., 1994), the increase in wakefulness reported in humans after caffeine ingestion (James, 1991), and the caffeine-induced dopamine release in the caudate nucleus and the prefrontal cortex (Okada et al., 1996, 1997; Acquas et al., 2002). The psychostimulant properties of caffeine are likely to be the result of blockade of adenosine A2A receptors in the striatum, including the nucleus accumbens (Palmer...
and Stiles, 1995; Dixon et al., 1996). The inability to activate dopamine transmission in the nucleus accumbens reflects the weak reinforcing properties of caffeine. Thus, caffeine, in spite of its ability to induce tolerance and withdrawal symptoms, does not consistently induce the behavioral abnormalities typical of addictive drugs, as reported in DSM-IV (APA, 1994). Conversely, the property of amphetamines, cocaine, and nicotine of increasing dopamine release in the shell of the nucleus accumbens is quite specific and occurs at doses that do not lead to the activation of other brain regions (Porrino et al., 1988; Stein and Fuller, 1992; Pontieri et al., 1996).

CONCLUSION

Among the factors considered in the present review to try to assess the possible dependence potential of caffeine, it appears that tolerance does not develop completely. Withdrawal symptoms are only present in a subset of the general population after abrupt cessation of caffeine, while progressive dosage decrease avoids the physical symptoms of withdrawal (James et al., 1988). Finally, caffeine does not share with the common drugs of abuse the ability to stimulate functional activity and dopamine release in the shell of the nucleus accumbens, the anatomical substrate of addiction.

Moreover, at present, withdrawal syndroms are no longer given the same importance as previously when considering maintenance of drugs of abuse. Formerly, it was considered that the desire of preventing withdrawal symptoms was the main reason for maintaining sustained drug abuse. This was the case for heroin. However, cocaine or alcohol abusers experience only minimal withdrawal symptoms, and it appears that abuse behavior can be strongly maintained when abstinence symptoms are inconsequential, as with cocaine, or rare as with alcohol. Conversely, many therapeutic agents, such as antihypertensive medication, produce tolerance and, if stopped abruptly, lead to withdrawal symptoms but are not abused. Thus, dependence and abuse should not be associated, and, as pointed out recently, discussing caffeine in terms of drugs of abuse might in fact trivialize the dangers of drugs such as cocaine (Dews et al., 2002).

Altogether, it appears that although caffeine partly fulfills some of the criteria defined for drug dependence, the relative risk of addiction of caffeine is quite low, and as reported caffeine is the lowest among seven drugs or drug classes considered (Goldstein and Kalant, 1990). Moreover, with the exception of poisoning by very high doses of caffeine, the consumption of moderate doses of methylxanthine has not been reported as presenting potential harmful effects (Nawrot et al., 2003).
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INTRODUCTION

In Parkinson’s Disease (PD) the dopamine-containing brain cells (dopaminergic neurons) that originate in the substantia nigra and innervate the striatum gradually degenerate. Dopamine released from these nigrostriatal neurons serves to enhance normal motor activity. Accordingly, the progressive loss of dopamine that accompanies the loss of these neurons leads to an insidious and eventually profound slowing of movements (bradykinesia) except for the classic tremor at rest in many PD patients. Why central dopaminergic neurons selectively degenerate in typical PD remains a mystery. The recently intensified pursuit of environmental as well as genetic clues has yielded new insights into the causes and potential for improved treatment of this disabling disease. This chapter reviews the remarkably convergent lines of epidemiological and laboratory evidence that caffeine can protect dopaminergic neurons and may help prevent the development of this disease. The possibility that caffeine also produces a symptomatic motor benefit in PD has not been substantiated and is reviewed elsewhere (Fredholm et al., 1999; Schwarzschild et al., 2002).

THE EPIDEMIOLOGY OF CAFFEINE AND PARKINSON’S DISEASE

Whereas in individuals under the age of 50 years, PD is often associated with inherited genetic variants of the disease, over 90% of PD cases are diagnosed after age 50 and typically occur without a clear family history. The predominance of nongenetic determinants is further supported by the fact that only 11% of the monozygotic twins of individuals diagnosed with PD after the age of 50
also have the disease, a rate similar to that found among dizygotic twins (Tanner et al., 1999). Epidemiologists have long been intrigued by the observation that cigarette smokers rarely develop PD, but in spite of extensive investigation it remains unclear whether nicotine or some other component of cigarette smoke reduces the risk of PD, or whether people predisposed to PD have an early aversion to smoking (Morens et al., 1995). More recently, coffee and caffeine consumption have emerged as powerful predictors of risk of PD. In this section we will review the epidemiological evidence supporting this association and discuss the contribution of epidemiological studies in clarifying the potential biological mechanisms.

**STUDY DESIGN**

To identify risk factors, epidemiologists are searching for clues in the diet, lifestyle, exposure to occupational or environmental chemicals, and other potentially significant aspects in the life of people with PD. Two approaches are commonly pursued in this research. The first is called a case-control study and entails identifying a group of individuals with PD (cases) and a comparable group of individuals of the same age and sex who do not have PD (controls). Information is then elicited from both groups using standardized techniques and focusing on lifestyle and events during the years preceding the diagnosis of PD for the cases, and a comparable period for the controls. A potential limitation of this research, as described in more detail below, is that the recall of events that occurred many years in the past is often inaccurate, and, more troublesome, the quality of information elicited from cases and controls may not be comparable. Cases are typically more motivated than healthy controls and may thus provide more accurate histories; on the other hand, beliefs about the causes of the disease, changes in lifestyle due to the disease itself, and cognitive impairment may affect recall. This problem is compounded by the difficulty in identifying and recruiting an appropriate control group, in part because many healthy people are unwilling to take part in the research. The second approach, known as a cohort study, consists of collecting information on the factors of interest in large numbers of healthy individuals that are then followed for many years to determine whether PD occurs more commonly among people with or without certain characteristics. A strength of this approach is that the information of interest is collected before the onset of PD and is thus not biased by the presence of the disease. Whereas a case-control study usually includes a few hundred people and can be completed in 2 to 3 years, a cohort study typically includes many thousands of people and a follow-up of 10 or more years. Not surprisingly, therefore, prospective studies are few. Below we will summarize the results of case-control and cohort studies on caffeine and PD.

**CASE-CONTROL STUDIES**

Questions on coffee and tea consumption and risk of PD were included in some of the early case-control studies on smoking (Nefzger et al., 1968; Baumann et al., 1980) or environmental factors (Zayed et al., 1990) and risk of PD, but published results were not adjusted for smoking and thus are difficult to interpret. The first smoking-adjusted analysis of coffee consumption and PD was reported by Jiménez-Jiménez et al. (1992), who studied 128 patients with PD (60 women) attending a movement disorder clinic in Madrid and 256 controls attending the emergency room of the same hospital for non-neurological disorders. The data supported a 30% lower risk of PD among coffee drinkers (coffee drinking was reported as yes/no only) as compared with nondrinkers in both men and women, but the results were not significant and received little attention. More detailed analyses on coffee consumption and risk of PD were later conducted in case-control studies in Germany (Hellenbrand et al., 1997) and Sweden (Fall et al., 1999). Hellenbrand et al. (1996) compared the dietary habits of 342 PD patients (118 women) recruited from nine German clinics with those of 342 controls from the same neighborhood or region. Only cases diagnosed in 1987 or later and 65
years of age or less were included. The odds ratio, which is an estimate of the relative risk, comparing subjects in the highest to those in the lowest quartile of coffee intake was 0.27 (95% CI: 0.14 to 0.52); no inverse association was found with tea. The authors also reported a strong inverse association between niacin intake and risk of PD and suggested that the observed association between coffee consumption and risk of PD could be due to its high niacin content. Niacin is required for the synthesis of the cofactor nicotinamide adenine dinucleotide (NADH) and for the function of glutathione reductase, and the authors speculated that a defective or suboptimal functioning of this and other enzymes requiring NADH might be relevant to the development of PD. However, a significant inverse association between coffee intake and risk of PD persisted after adjusting for niacin, in addition to smoking and energy intake (Hellenbrand et al., 1996); further, an inverse association between niacin and risk of PD has not been confirmed in prospective studies (see below). In a separate investigation including 113 individuals with PD and 263 controls, Fall et al. (1999) reported a highly significant inverse association between risk of PD and both coffee and tea consumption. The multivariate odds ratio comparing drinkers of five or more cups of coffee per day to nondrinkers was 0.14 (95% CI: 0.03 to 0.60). Although there are exceptions (Checkoway et al., 2002), overall the results of case-control investigations favored the existence of an inverse association between coffee or caffeine intake and risk of PD (Hernán et al., 2002).

COHORT STUDIES

The weaknesses of case-control studies for the investigation of the dietary etiology of chronic diseases are well known (Willett, 1998) and include the difficulty of recruiting an appropriate control group, the generally inaccurate assessment of diet during the relevant period that for PD may be several years before the diagnosis, and selective differences in recall of dietary habits between cases and controls. Thus, although the results of case-control studies suggest a potential protective effect of caffeine, recall or selection bias cannot be confidently excluded. These problems have been overcome in prospective investigations that took advantage of large cohorts of individuals without PD who reported their coffee and caffeine consumption and were then followed for many years. The relation between coffee or caffeine intake and risk of PD has been reported in four cohorts, the Honolulu Heart Program (HHP) (Ross et al., 2000), the Health Professionals Follow-up Study (HPFS) (Ascherio et al., 2001), the Nurses’ Health Study (NHS) (Ascherio et al., 2001), and the Leisure World Cohort (LWC) (Paganini-Hill, 2001) (Table 10.1). In the latter, however, participants who already had PD at the beginning of the follow-up were not excluded. Results from a smaller cohort study (53 cases of PD) were published only as an abstract. Findings in the HHP, HPFS, and NHS cohorts are presented below.

### TABLE 10.1
Prospective Cohort Studies on Coffee/Caffeine and Risk of Parkinson’s Disease

<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Place</th>
<th>Length of Follow-Up</th>
<th>Number of Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHP</td>
<td>8,004 men of Japanese ancestry, aged 45–68 yr</td>
<td>Hawaii</td>
<td>30 yr</td>
<td>102</td>
</tr>
<tr>
<td>HPFS</td>
<td>47,351 men, aged 40–75 yr</td>
<td>U.S.</td>
<td>10 yr</td>
<td>157</td>
</tr>
<tr>
<td>NHS</td>
<td>88,565 women, aged 30–55 yr</td>
<td>U.S.</td>
<td>20 yr</td>
<td>131</td>
</tr>
<tr>
<td>LWC</td>
<td>13,979 residents of retirement community (2/3 women)</td>
<td>California</td>
<td>17 yr</td>
<td>395*</td>
</tr>
</tbody>
</table>

Note: HHP = Honolulu Heart Program; HPFS = Health Professionals Follow-up Study; NHS = Nurses’ Health Study; LWC = Leisure World Cohort.

* Members of the LWC with Parkinson’s disease at the beginning of the study were not excluded.
The HHP comprised over 8000 Japanese-American men who completed a 24-h diet recall at enrollment (1965 to 1968) and a food frequency questionnaire 6 years later and were followed for up to 30 years (Ross et al., 2000). In this cohort, the age- and smoking-adjusted risk of PD was five times higher among men who reported no coffee consumption at baseline compared to men who reported a consumption of 28 ounces (approximately 3.5 cups) of coffee or more (Figure 10.1). This association was also present among men who never smoked, and it cannot therefore be the result of residual confounding by cigarette smoking. Further, men with higher caffeine consumption at baseline still had a lower risk of PD during the second half of the follow-up (more than 15 years later). This last result argues against the possibility that the lower caffeine consumption among men who developed PD resulted from early, unrecognized symptoms of the disease. Analyses adjusted for niacin, alcohol, and other nutrients suggested that caffeine was responsible for this association. However, the size of the study was insufficient to examine the association between caffeine from sources other than coffee and risk of PD among noncoffee drinkers, and no information was collected on consumption of decaffeinated coffee. Thus, the possibility that compounds other than caffeine contributed to the observed inverse association could not be excluded.

The HPFS and NHS cohorts included data on both caffeinated and decaffeinated coffee and multiple assessments of caffeine consumption during the follow-up period (Ascherio et al., 2001). The HPFS was established in 1986 and comprised 51,529 male health professionals (dentists, optometrists, pharmacists, podiatrists, and veterinarians), aged 40 to 75 years. The NHS cohort was established in 1976 and compared 121,700 women who were registered nurses residing in 11 large states, aged 30 to 55 years. Participants in both cohorts provided detailed information about their medical history, lifestyle practices, and diet (Colditz et al., 1997). Follow-up questionnaires are mailed to participants every 2 years to update information on potential risk factors for chronic diseases and to ascertain whether major medical events have occurred. The caffeine analyses were based on 157 new cases of PD during 10 years of follow-up in men and 131 during 16 years of follow-up in women; most diagnoses were confirmed by a neurologist (85%) or by review of the medical records (5%), whereas the remaining 10% were confirmed by an internist or general physician. Intriguingly, we found an inverse association between caffeine intake and risk of PD in men, but not in women (Figure 10.2). Men consuming caffeine from either coffee or noncoffee sources had a lower risk of PD than noncaffeine consumers. A 50% reduction in risk of PD was observed among men consuming an amount of caffeine corresponding to one cup of coffee per day compared with men consuming no caffeine. A similar result was found in the Honolulu cohort. Further, in the HPFS cohort, consumption of tea and other caffeinated beverages among men who were not regular coffee drinkers (consumption < 1 cup/day) was also inversely associated with risk.

**FIGURE 10.1** Age- and smoking-adjusted relative risk (RR) of Parkinson's disease by quintiles of caffeine intake, Honolulu Heart Program.

The relative risk of PD is shown for each quintile of caffeine intake, with the first quintile serving as the reference. The risk decreases as caffeine intake increases, with the lowest risk observed in the highest quintile. The p-values for the trend are given above each bar, with * indicating statistical significance. The x-axis represents the quintiles of caffeine intake, and the y-axis shows the relative risk of PD.
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of PD, whereas no association was found with consumption of decaffeinated coffee. These findings established that the reduction in risk of PD in men correlated directly with consumption of caffeine and not other coffee components. Among women, neither coffee nor caffeine from any source was significantly associated with risk of PD.

The finding that the risk of PD among caffeine consumers is lower than among nonconsumers in two large cohorts of men can only be explained if either caffeine consumption reduces the risk of PD or if some common genetic or environmental factor predisposes to both caffeine avoidance and PD (Schwarzschild et al., 2002). Specific explanations that have been proposed include the existence of a premorbid parkinsonian personality characterized by reduced novelty seeking (Paulson and Dadmehr, 1991) or an underlying preclinical olfactory deficit that prevents the rewarding effects related to the smell of coffee or tobacco (Benedetti et al., 2000). This is the same question raised by the results on cigarette smoking, and unfortunately it is difficult to reach a conclusive answer. A few further clues can, however, be inferred from epidemiological studies. At least for cigarette smoking, the underlying common predisposing factor is unlikely to be genetic, as an inverse association between cigarette smoking and PD risk has also been observed within monozygotic twin pairs (Tanner et al., 2002). Further, again for smoking, any predisposing factor must already be present during adolescence, as we found in the HPFS cohort that smoking at age 19 is associated with a significantly lower risk of PD after the age of 50 years (unpublished data). Similar evidence for caffeine is not available, although the observation that caffeine intake at the beginning of the study predicted risk of PD between 15 and 30 years later in the Honolulu cohort suggests that any common predisposing factor must precede the diagnosis of PD by at least 15 years (Ross et al., 2000). To further assess the temporal relationship between caffeine consumption and PD, we have examined the relative consumption of caffeine among men with PD in the HPFS according to the time of diagnosis as compared with caffeine consumption of men of the same age without PD. Although caffeine intake tends to decline with age, we found no evidence that this decline was steeper among men with PD, a result that suggests that the progressive degeneration of nigrostriatal dopaminergic neurons that accompanies PD has little effect on caffeine consumption.

A further clue to the mechanisms underlying the lower risk of PD among caffeine drinkers compared with nondrinkers may come from studies in women. The fact that we found no association between coffee or caffeine intake and risk of PD in our large prospective study of women, despite use of repeated and validated measures of consumption over a follow-up of 16 years (Ascherio et al., 2001), is unlikely to be due to chance. Further, a similar gender difference in
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**FIGURE 10.2** Age- and smoking-adjusted relative risk (RR) of Parkinson’s disease by quintiles of caffeine intake, Nurses’ Health Study and Health Professionals Follow-up Study.
the relationship of caffeine to PD has also been found in a case-control study that relied on prospectively collected information on coffee consumption (Benedetti et al., 2000). These findings suggest that caffeine may have different effects in men and women, perhaps because of hormonal differences. Caffeine is largely metabolized by the CYP1A2 isoenzyme of the P450 family (Fredholm et al., 1999), which also metabolizes estrogen (Pollock et al., 1999); by competing for the same enzyme, exogenous estrogen in oral contraceptives (Abernethy and Todd, 1985) or postmenopausal hormones (Pollock et al., 1999) inhibit caffeine metabolism. To address this possibility, we have therefore examined the interaction between use of postmenopausal hormones, caffeine consumption, and risk of PD among participants in the Nurses’ Health Study. Overall, use of postmenopausal hormones was not associated with risk of PD. However, we found that among hormone users, women consuming six or more cups of coffee per day had a fourfold higher risk of PD (RR: 3.92, 95% CI: 1.49 to 10.34; \( p = .006 \)) than women who never drink coffee; in contrast, among women who never used postmenopausal hormones, coffee drinkers had a lower risk of PD than nondrinkers. If caffeine avoidance and increased risk of PD were both caused by a premorbid personality or an olfactory deficit occurring more than 15 years before the diagnosis of PD, it would remain unclear how use of postmenopausal hormones would modify this association. Thus, albeit indirectly, this interaction supports a biological effect of caffeine on risk of PD. Independent confirmation in epidemiological studies and animal experiments exploring the mechanistic basis of this finding will be important. Meanwhile, this possible interaction should be considered in the planning and interpretation of trials of estrogen supplementation or caffeine use in women with PD, particularly because our results suggest that estrogen supplementation could be harmful among women consuming high amounts of caffeine.

In summary, the strength and consistency of the association between caffeine consumption and risk of PD, the lack of a convincing and specific alternative hypothesis, and the evidence of an interaction between caffeine and postmenopausal hormones suggest that caffeine consumption reduces the risk of PD in men. Further research is needed to clarify the possible mechanisms and the effects of caffeine among women.

NEUROPROTECTION BY CAFFEINE AND MORE SPECIFIC ADENOSINE \( A_{2A} \) ANTAGONISTS IN ANIMAL MODELS OF PARKINSON'S DISEASE

The recent epidemiological studies described above have established an association between the common consumption of coffee or other caffeinated beverages and a reduced risk of developing PD later in life. Despite their strength, these epidemiological investigations cannot conclusively answer the fundamental question: Does caffeine help prevent PD, or does PD or its causes help prevent the habitual use of caffeine? Although this question of causality is difficult to address in humans, animal models can offer useful clues to the answer. Here we review the evidence that caffeine and more specific antagonists of the adenosine \( A_{2A} \) receptor are in fact capable of protecting dopaminergic and other neurons from degeneration and death.

NEUROPROTECTION BY CAFFEINE IN A PD MODEL

The effect caffeine on the demise of nigrostriatal dopaminergic neurons has recently been investigated in the well-established 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) model of PD (Chen et al., 2001; Oztas et al., 2002; Xu et al., 2002a). Mice exposed to the dopamine neuron-specific toxin MPTP develop biochemical and anatomical lesions of the nigrostriatal system that parallel characteristic features of PD (Gerlach and Riederer, 1996). Caffeine, at doses in mice (5 to 30 mg/kg) comparable to those of typical human exposure, dose-dependently reverses the loss of striatal dopamine triggered by MPTP (Chen et al., 2001). Caffeine similarly attenuated the toxin-induced
loss of dihydroxyphenylacetic acid (DOPAC), dopamine’s major central nervous system metabolite, suggesting that caffeine is not simply altering dopamine metabolism in the remaining nigrostriatal nerve terminals. In addition to these biochemical markers of dopaminergic nigrostriatal function, the density of dopamine transporter (DAT) binding sites was measured as an anatomical marker of nigrostriatal innervation. Again, MPTP toxicity was diminished in the presence of caffeine, which significantly attenuated the MPTP-induced loss of striatal DAT (3H-mazindol) binding sites. Caffeine’s protective influence on the dopaminergic innervation of the striatum can be directly attributed to its ability to prevent the death of dopaminergic (DA) neurons originating in the substantia nigra. Stereological analysis of nigral dopaminergic (tyrosine hydroxylase-immunoreactive) neurons showed their MPTP-induced loss could be prevented by caffeine pretreatment (Oztas et al., 2002). The protective effect of caffeine was observed with different MPTP exposure paradigms (single and multiple doses) and in different mouse strains (C57Bl/6 and 129-Steel) (Chen et al., 2001).

Caffeine (1,3,7-trimethylxanthine) is metabolized by demethylation, initially to the dimethylxanthenes theophylline, theobromine, and paraxanthine (1,3-, 3,7-, and 1,7- dimethylxanthine, respectively); the latter is the major dimethyl metabolite of caffeine in humans (Benowitz et al., 1995). Preliminary studies in mice demonstrate that theophylline and paraxanthine, which like caffeine are nonspecific adenosine receptor antagonists at low micromolar concentrations (Fredholm et al., 1999), can also attenuate MPTP toxicity (Xu et al., 2002b). In humans, the serum half-life of caffeine (which is typically ingested once to several times per day) is approximately 4 h (Morgan et al., 1982; Kaplan et al., 1997). Moreover, > 80% of caffeine is metabolized to paraxanthine (Benowitz et al., 1995). Thus, the findings of a protective effect of paraxanthine as well as caffeine in mice suggest that precise temporal pairing between caffeine and putative dopaminergic neurotoxin exposures in humans would not be critical for caffeine to reduce the risk of developing PD (if in fact caffeine were protective in humans).

Although the typical human pattern of frequent caffeine exposure indirectly supports the plausibility of neuroprotection against PD, it also raises the possibility that tolerance would develop to this protective action of caffeine. A characteristic feature of caffeine’s psychomotor stimulant effect is that it diminishes after repeated exposure (i.e., that it shows tolerance) (Holtzman et al., 1991; Kaplan et al., 1993). To investigate the possibility that the neuroprotective effect of caffeine is also affected by prior exposure, its motor stimulant and neuroprotective effects were assessed in mice treated daily with caffeine or saline for over a week (Xu et al., 2002a). Repeated daily caffeine administration, under conditions that produced substantial locomotor tolerance, did not attenuate the protective effect of caffeine on MPTP-induced dopaminergic toxicity. Together these protective effects of caffeine and its metabolites support a causal basis for the inverse relationship between caffeine consumption and the risk of subsequently developing PD.

**NEUROPROTECTION BY SPECIFIC A<sub>2A</sub> ANTAGONISTS IN PD MODELS**

The protective effect of caffeine in a mouse model of PD provides a compelling clue to the pathophysiology as well as the epidemiology of PD. Insight into how caffeine protects dopaminergic neurons may also lead to improved PD therapeutics aimed at slowing the underlying neurodegenerative process. A first step in pursuing this “caffeinated” clue has been the consideration of which of caffeine’s known molecular targets may mediate its protective effect. Pharmacological studies indicate that the effects of caffeine on the central nervous system are mediated primarily by its antagonistic actions at the A<sub>1</sub> and A<sub>2A</sub> subtypes of adenosine receptor (Fredholm et al., 1999). A<sub>2A</sub> adenosine receptors may be particularly relevant because their expression in the brain is largely restricted to the striatum (see Figure 10.3) (Svenningsson et al., 1999), the major target of the dopaminergic neurons that degenerate in PD. Furthermore, their blockade or inactivation has been known to protect against excitotoxic and ischemic neuronal injury (see below).
Accordingly, relatively specific $A_{2A}$ as well as $A_1$ receptor antagonists were tested for their ability to mimic caffeine’s attenuation of MPTP toxicity. MPTP-induced nigrostriatal lesions were attenuated by pretreatment with all $A_{2A}$ antagonists tested, including both xanthine-based compounds [8-(3-chlorostyryl)caffeine (CSC) (Chen et al., 2002), 3,7-dimethyl-1-propargylxanthine (DMPX) (Chen et al., 2001), KW-6002 ((E)-1,3-diethyl-8-(3,4-dimethoxystyryl)-7-methyl-3,7-dihydro-$^1H$-purine-2,6-dione) (Chen et al., 2001; Ikeda et al., 2002)] and those with nonxanthine structures [SCH 58261 (7-(2-phenylethyl)-5-amino-2-(2-furyl)-pyrazolo-[4,3-e]-1,2,4-triazolo[1,5-c]pyrimidine) (Chen et al., 2001) and ZM241385 (4-(2-[7-amino-2-{2-furyl}{1,2,4}triazol-5-yl]amino)ethyl)phenol)] (Neal Castagnoli, Jr., personal communication). The specificity of CSC with respect to its neuroprotective effect in the MPTP model has recently been called into question with the serendipitous finding that it possesses dual independent actions of high-potency inhibition of monoamine oxidase (MAO) B, as well as antagonism of the $A_{2A}$ receptor (Chen et al., 2002; Petzer et al., 2003). Though none of the other xanthine- or nonxanthine-based $A_{2A}$ antagonists above possesses comparable (if any) MAO B activity, the unexpected incomplete specificity of CSC even at low (nanomolar) concentrations highlights the pitfalls of adenosine pharmacology.

To circumvent such pharmacological limitations and definitively address the question of whether $A_{2A}$ receptor blockade mimics the neuroprotective effect of caffeine, mice lacking functional $A_{2A}$ receptors in which the gene for the receptor had been “knocked out” ($A_{2A}$ KO mice) (Ledent et al., 1997; Chen et al., 1999) were assessed for their susceptibility to MPTP toxicity. MPTP-induced losses of striatal dopamine and dopamine transporter were significantly attenuated in $A_{2A}$ KO mice compared to their wild-type littermates (Chen et al., 2001). These complimentary genetic and pharmacological approaches clearly demonstrate that $A_{2A}$ receptor inactivation, like caffeine, reduces...
MPTP toxicity. By contrast, multiple concentrations of the A1 receptor antagonist 8-cyclopentyl-1,3-dipropylxanthine (CPX) showed no evidence of neuroprotection against the dopaminergic toxicity induced by multiple concentrations of MPTP (Chen et al., 2001). Recently, the neuroprotective effect of A2A receptor blockade against dopaminergic neuron injury has been extended to another species and to another model of PD. The A2A antagonist KW-6002 was found to prevent nigral dopaminergic neuron loss induced by 6-hydroxydopamine in rats (Ikeda et al., 2002) as well as MPTP toxicity in mice. Together these data suggest that caffeine can protect against dopaminergic neuron injury and death through its antagonistic action at the adenosine A2A receptor.

A BROADER NEUROPROTECTIVE ROLE FOR A2A ANTAGONISTS

These findings implicate endogenous adenosine acting on the A2A receptor in the pathophysiology of nigrostriatal neuron lesions. However, this role for the A2A receptor clearly extends beyond its targeting of central dopaminergic pathways to other populations of CNS neurons. For example, recent studies have demonstrated that the A2A receptor contributes to the death of striatal medium spiny neurons in rodent models of Huntington’s disease (HD). At very low doses, the A2A antagonist SCH58261 attenuates striatal lesions induced by local infusion of the excitotoxin quinolinic acid (Popoli et al., 2002). Moreover, preliminary findings in A2A receptor KO mice show that loss of striatal neurons induced by systemically administered 3-nitropropionic acid (a complex II inhibitor and relatively specific striatal neuron toxin) is markedly reduced in the absence of the A2A receptor or in the presence of the A2A antagonist CSC (Fink et al., 2002). Of note, it is the subset of GABAergic striatal output neurons expressing high levels of A2A receptor (i.e., those that project to the lateral globus pallidus) that degenerates earliest in HD (Glass et al., 2000) and whose absence may account for the involuntary choreic movements characteristic of this disorder.

In addition to the protection against striatal and nigral neuron loss offered by A2A antagonists, their ability to protect neuronal populations outside the basal ganglia is well documented. For example, local injection of an A2A antagonist can prevent the excitotoxic death of neurons in hippocampal cortex produced by the ionotropic glutamate receptor agonists kainate and quinolinic acid (Jones et al., 1998; Stone et al., 2001). Wider cortical damage in a variety of ischemic stroke models can also be attenuated by A2A receptor blockers administered at the time of cerebral blood flow disruption (Gao and Phillis, 1994; Phillis, 1995; Von Lubitz et al., 1995; Monopoli et al., 1998). Similarly, transient focal ischemia produces substantially less brain damage in the cortex as well as the striatum of adult A2A receptor KO mice compared to their wild-type littermates (Chen et al., 1999). Interestingly, a finding that focal ischemic brain injury in rats is dramatically attenuated by treatment with low doses of caffeine together with ethanol (Strong et al., 2000) has led to a therapeutic trial of this adenosine antagonist-CNS depressant combination in humans suffering acute stroke (Priyawat et al., 2003).

It should be noted, however, that A2A antagonists are not universally protective. In fact, outside the CNS the A2A receptor may generally serve to attenuate ischemic and inflammatory tissue damage (Ohta and Sitkovsky, 2001; Okusa, 2002), such that A2A agonists (rather than antagonists) have also emerged as promising therapeutic candidates. For example, ischemic cardiac and renal damage can be attenuated by A2A agonists, effects of which are reversed by A2A receptor blockade (Lozza et al., 1997; Belardinelli et al., 1998; Okusa et al., 2000). Even within the CNS under some circumstances, A2A receptor stimulation can confer neuroprotection. Administration of an A2A agonist at the time of spinal cord ischemia and reperfusion significantly reduces resultant neuronal damage (Cassada et al., 2001). The basis for protective vs. pathological effects of A2A receptor activation likely relates to the variety of cellular and molecular couplings of the A2A receptor, and thus the safe and effective development of A2A receptor agents will rely on efforts to clarify the mechanisms of their actions.
How the A$_2$A receptor or its blockade influences the death of dopaminergic neurons remains uncertain (see Table 10.2 and Figure 10.4). An intuitive explanation that the high levels of striatal A$_2$A receptors (Jarvis and Williams, 1989) (see Figure 10.3) directly trigger the demise of the dopaminergic neurons innervating the striatum belies the cellular anatomy of the A$_2$A receptor within the basal ganglia. The vast majority of these receptors are expressed on GABAergic striatopallidal output neurons (Schiffmann et al., 1991; Fink et al., 1992), which are postsynaptic to the dopaminergic neurons that degenerate in PD (Figure 10.4). By contrast, there is little evidence for appreciable expression of A$_2$A receptors on the dopaminergic nigrostriatal neurons themselves (Fink et al., 1992; Dixon et al., 1996; Hettinger et al., 1998). Thus, A$_2$A receptors on nondopaminergic neurons (or even on non-neuronal cells) may indirectly influence the viability of the dopaminergic nigral neurons.

How might the blockade of postsynaptic A$_2$A receptor on GABAergic striatopallidal neurons improve the survival of presynaptic dopaminergic neurons? The shortest path back to the nigrostriatal dopaminergic neurons may be taken by the retrograde transsynaptic elaboration of a protective factor (Appel, 1981). Although specific neurotrophic factors in striatal neurons have been hypothesized to maintain the integrity of innervating dopaminergic neurons (Siegel and Chauhan, 2000), there is no evidence that striatal A$_2$A receptor stimulation inhibits this hypothetical retrograde neurotrophic influence (or, conversely, that A$_2$A antagonists enhance it).

Perhaps more realistic, even if more circuitous, is the possibility that striatal A$_2$A receptor blockade leads to improved dopaminergic neuron survival through a polysynaptic feedback loop involving the A$_2$A receptor-laden striatopallidal neurons (see Figure 10.4, site 2). A$_2$A receptor stimulation of GABAergic striatopallidal neurons increases extracellular GABA in the globus pallidus (Mayfield et al., 1996). The increased pallidal level of inhibitory transmitter in turn may reduce the activity the GABAergic projection from the globus pallidus to the subthalamic nucleus (STN), leading to disinhibition of its glutamatergic projections (Shindou et al., 2001). One of these
activated STN outputs projects to the substantia nigra pars compacta, where its enhanced release of glutamate may exert an excitotoxic effect on dopaminergic nigrostriatal neurons (Blandini et al., 2000; Greenamyre, 2001). Increased excitatory tone applied to the nigral dopaminergic nigral neurons in combination with their metabolic deficits induced in the MPTP model (and possibly in PD) could contribute to the cumulative injury of dopaminergic neurons (Albin and Greenamyre, 1992). Indeed, experimental blockade or reversal of STN excitatory activity has been shown to attenuate the death of dopaminergic nigral neurons induced by 6-hydroxydopamine (Piallat et al., 1996; Luo et al., 2002). Thus, striatal A<sub>2A</sub> receptor stimulation could exacerbate an STN-mediated excitotoxic component of dopaminergic nigral neuron degeneration; conversely, A<sub>2A</sub> antagonists may modify the circuit to slow the degenerative process.

Although this circuitry model of dopaminergic neuron protection by A<sub>2A</sub> antagonists incorporates a critical role for the prominent striatal A<sub>2A</sub> receptor (Figure 10.4), it does not easily explain their protective effects on nondopaminergic neurons residing at other locations in the central nervous system. Since evidence for a broader neuroprotective effect now extends from hippocampal to frontal cortex, and from nigra to striatum, alternative hypotheses that involve A<sub>2A</sub> receptor modu-

**FIGURE 10.4** Sites of adenosine A<sub>2A</sub> receptors whose blockade by caffeine could protect dopaminergic nigrostriatal neurons. As detailed in the text and indicated in this simplified schematic, A<sub>2A</sub> receptors on the nerve terminals of excitatory glutamatergic (Glu) neurons (1) represent a widely distributed mechanism for enhanced excitotoxicity (lightning symbol, ~) that may converge on dopaminergic (DA) nigrostriatal neurons. Blockade of A<sub>2A</sub> receptor-facilitated glutamate release may account for reduced excitotoxic injury to cortical and striatal neurons (not shown) as well as nigral neurons. A<sub>2A</sub> receptors are densely expressed on GABAergic striatopallidal neurons (2) where their facilitative effect on GABA release in the external globus pallidus (GPe) could indirectly lead to excitotoxic stimulation of dopaminergic nigral neurons via disinhibition of the glutamatergic projection from subthalamic nucleus (STN) to the substantia nigra pars compacta (SNc). Glial cells (e.g., astrocytes) can also express A<sub>2A</sub> receptors (3) and actively regulate the environment of neurons throughout the central nervous system. Blockade of these receptors by caffeine may protect neighboring dopaminergic neurons, possibly by activating (disinhibiting) the glial glutamate transporter, leading to lower extracellular levels of excitatory amino acids. The unsubstantiated possibility of low levels of A<sub>2A</sub> receptors on dopaminergic nigrostriatal neurons (4) would allow for a direct protective effect of caffeine on dopaminergic neurons. Question marks (?) reflect the uncertainty over the presence of A<sub>2A</sub> receptors on certain neuronal or glial cells in vivo. Ctx and Str refer to cortex and striatum, respectively.
lation of a generalized central nervous system process have become more compelling. One such mechanism is the well-established facilitation of glutamate release by A$_{2A}$ receptor stimulation (Sebastiao and Ribeiro, 1996) (see Figure 10.4, site 1), which has been consistently observed in cortex, basal ganglia, and brainstem (O’Regan et al., 1992; Castillo-Melendez et al., 1994; Popoli et al., 1995). This phenomenon likely involves A$_{2A}$ receptors located on glutamatergic nerve terminals; it can be observed in cortical synaptosomes (Marchi et al., 2002) (in which an indirect effect of striatal A$_{2A}$ receptors is not plausible) as well as in intact brain. Recent ultrastructural analysis of A$_{2A}$ receptor distribution has strengthened the evidence for its presynaptic location on glutamatergic nerve terminals (Hettinger et al., 2001). Whereas A$_{2A}$ agonists generally enhance release or overflow of glutamate, A$_{2A}$ antagonists have been found to attenuate glutamate release or overflow triggered by depolarization, ischemia, or the glutamate receptor agonist quinolinate in an excitotoxin model of HD (Corsi et al., 2000; Pintor et al., 2001; Popoli et al., 2002; Melani et al., 2003). Thus, A$_{2A}$ antagonist attenuation of local excitatory amino acid release throughout the central nervous system may alleviate an excitotoxic component common to most models of neurotoxicity and neurodegeneration. It remains to be seen whether MPTP-induced elevations in striatal or nigral neurotransmitters are attenuated by A$_{2A}$ antagonists.

Recently, adenosinergic modulation of glial cell function has emerged as another widely distributed central nervous system mechanism by which A$_{2A}$ antagonists might lessen neuronal cell death (see Figure 10.4, site #3). Stimulation of A$_{2A}$ receptors present on cultured astrocytic glial cells from cortex or brainstem was found to enhance glutamate efflux, whereas A$_{2A}$ blockade reduced levels of extracellular glutamate (Li et al., 2001; Nishizaki et al., 2002). Genetic and pharmacological approaches suggested that A$_{2A}$ receptor regulation of a specific glial glutamate transporter (GLT-1) may account for this effect. Earlier studies suggested that A$_{2A}$ receptors could modulate other glial functions (such as nitric oxide synthase and cyclooxygenase activities) that may play an important role in the survival of their neuronal neighbors (Fiebich et al., 1996; Brodie et al., 1998). Thus, ubiquitous glial elements in the central nervous system may also host A$_{2A}$ receptor involvement in multiple models of neurodegeneration.

Other candidate mechanisms for dopaminergic neuron protection by A$_{2A}$ antagonists have been suggested that are unique to the toxin models of PD in which the protection has been demonstrated. For example, reduced cAMP in dopaminergic neurons leading to increased vesicular sequestration of MPP$^+$ (the active toxin metabolite of MPTP) has been proposed as an explanation for how A$_{2A}$ antagonists attenuate neurotoxicity in the MPTP model of PD (Ikeda et al., 2002). However, this proposal is primarily based on MPP$^+$ uptake studies in a pheochromocytoma cell line, relies on the uncertain presence of A$_{2A}$ receptors on dopaminergic neurons, and does not explain A$_{2A}$ antagonist protection of nondopaminergic neurons. Nevertheless, the possibility of a simple, direct cellular survival effect of a small number of (as yet unsubstantiated) A$_{2A}$ receptors on the dopaminergic neurons themselves (see Figure 10.4, site 4) has not been ruled out.

Another important consideration is the possibility that A$_{2A}$ receptor blockade might protect against MPTP toxicity simply by limiting MPTP access to the central nervous system or its conversion by MAO B to the active toxin MPP$^+$. Before it was discovered that CSC possesses potent MAO B inhibitory activity independent of its A$_{2A}$ antagonist properties (Chen et al., 2002; Petzer et al., 2003), its attenuation of MPTP metabolism in striatum had suggested that A$_{2A}$ blockade could reduce MPTP toxicity by inhibiting MAO B activity (Chen et al., 2000). However, caffeine and genetic inactivation of the A$_{2A}$ receptor did not significantly alter striatal MPTP levels in vivo, nor did they substantially alter MAO B activity in vitro (Chen et al., 2001, 2002; Petzer et al., 2003). Moreover, the A$_{2A}$ antagonist KW-6002 did not appreciably alter the brain levels or kinetics of MPP$^+$ following systemic MPTP administration (Ikeda et al., 2002). Thus, inhibition of MPTP metabolism or MAO B activity does not explain the neuroprotective quality of caffeine and more specific antagonists of the A$_{2A}$ receptor in models of PD.
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SIGNIFICANCE FOR PARKINSON’S DISEASE

The demonstration that caffeine and more specific A<sub>2A</sub> antagonists protect dopaminergic nigrostriatal neurons in multiple animal models of PD has pathophysiological, epidemiological, and therapeutic significance for PD.

Understanding the neurobiology of the A<sub>2A</sub> and other adenosine receptors will provide insight into the role of endogenous adenosine in basal ganglia biology as well as PD pathophysiology.

Establishing the ability of caffeine to protect dopaminergic neurons in PD models and identifying a plausible mechanism of action greatly strengthens (but does not prove) the hypothesis that a neuroprotective effect of caffeine is the basis for its inverse epidemiological association with risk of PD.

With several A<sub>2A</sub> antagonists emerging as promising therapeutic candidates based on their motor-enhancing symptomatic effects, the prospects of an additional neuroprotective benefit may considerably enhance their therapeutic potential.
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INTRODUCTION

Human caffeine use is typically chronic. However, many of the studies that explore the actions of caffeine are acute studies, both in animals and humans. It is therefore important to realize that there are, in several instances, important differences between the effects of acute and long-term treatment (see Jacobson et al., 1996). We will discuss such differences in relation to two potentially important outcomes: damage following ischemia and seizure susceptibility.

CAFFEINE AND ISCHEMIC BRAIN DAMAGE

As discussed repeatedly elsewhere and extensively documented in several review articles, there is excellent evidence that adenosine is an endogenous neuroprotective agent (Dragunow and Faull, 1988; Marangos et al., 1990; Marangos and Miller, 1991; Rudolphi et al., 1992a,b; Fredholm, 1996; Dunwiddie and Masino, 2001; Von Lubitz, 2001). One would therefore expect that antagonism of adenosine actions (e.g., by caffeine) would cause aggravation of brain damage following events such as stroke. Indeed, and as summarized in the above review articles, there is evidence that acute administration of caffeine or theophylline can cause an aggravation of neuronal damage in several experimental model systems.

Given that caffeine (as well as its metabolites theophylline and paraxanthine) probably exerts most of its effects by blocking adenosine A1 and A2A (with a possible contribution of A2B, but not A3) receptors, we should consider the evidence that the different receptors may be responsible for the effects of caffeine on neuronal damage. All the four adenosine receptors can potentially influence processes critical in the development of postischemic damage.
There is some evidence that stimulation of adenosine A<sub>3</sub> receptors may affect damage (Von Lubitz et al., 1995), but the agonist used in that study is quite nonselective (Klotz et al., 1998) and the conclusions should probably be regarded as provisional. Furthermore, as discussed previously (see Chapter 1 of this book), we do not need to consider A<sub>3</sub> receptors when discussing effects of caffeine. Thus, we only have to consider A<sub>1</sub>, A<sub>2A</sub>, and A<sub>2B</sub> receptors.

There is very strong evidence that A<sub>1</sub> receptors affect excitatory neurotransmission and resultant increases in intracellular calcium. Adenosine A<sub>1</sub> receptors provide an important inhibition of excitatory neurotransmission by reducing transmitter release (Fredholm and Dunwiddie, 1988; Dunwiddie and Fredholm, 1997; Dunwiddie and Masino, 2001). Indeed, experiments in A<sub>1</sub> KO mice show that all the effects of adenosine on excitatory neurotransmission depend absolutely on A<sub>1</sub> receptors (Johansson et al., 2001; Masino et al., 2002). In addition, activation of A<sub>1</sub> receptors leads to stimulation of K<sup>+</sup> conductance and hence to hyperpolarization, leading to decreased neuronal firing and decreased NMDA receptor activation (Dunwiddie, 1985; Dunwiddie and Masino, 2001). Finally, adenosine A<sub>1</sub> receptor activation leads to decreased calcium entry via N-, P-, Q-type calcium channels. It cannot be excluded that adenosine A<sub>1</sub> receptors on other cell types such as glial cells and leukocytes (Neely et al., 1997) may also play a role in modulating the extent of neuronal damage after an ischemic insult.

Neuronal adenosine A<sub>2A</sub> receptors are virtually confined to the striatopallidal neurons, and levels in other neurons are very low (Svenningsson et al., 1999). There is no good evidence that A<sub>2B</sub> receptors are highly expressed in adult neurons. This means that adenosine cannot be expected to cause any significant activation of the extrastriatal neuronal adenosine A<sub>2A</sub> (or A<sub>2B</sub>) receptors and, hence, that these receptors are unlikely to be a major target for caffeine action. By contrast, A<sub>2A</sub> receptors are found on blood vessels and can mediate vasodilation (Phillis, 1989; Torregrosa et al., 1990; Weaver, 1993). Adenosine A<sub>2B</sub> receptors may be even more important than A<sub>2A</sub> receptors in this regard (Shin et al., 2000). Adenosine A<sub>2A</sub> receptors are also found on astrocytes and microglial cells. In the latter cell type, it is likely that A<sub>2A</sub> (and possibly A<sub>2B</sub>) receptors regulate an oxidative burst, in the same way that they do in the peripheral equivalent, the macrophage (Fiebich et al., 1996; Si et al., 1996; Hasko et al., 2000), perhaps partly by affecting potassium channels (Kust et al., 1999). These effects of A<sub>2A</sub> receptor stimulation could either enhance or reduce the extent of ischemic neuronal damage, and the relative importance may depend on the type of ischemic insult and other factors.

Whereas the effects of acute and long-term treatment with a rather selective adenosine A<sub>1</sub> receptor antagonist, 8-cyclopentyl-1,3-dipropylxanthine or DPCPX, are qualitatively different (Von Lubitz et al., 1994), this may not be the case with blockade of A<sub>2A</sub> receptors. Thus, acute treatment with an adenosine A<sub>2A</sub> receptor antagonist acutely leads to neuroprotection (Monopoli et al., 1998; Chen et al., 1999). Furthermore, complete elimination of A<sub>2A</sub> receptors by genetic targeting affords substantial neuroprotection (Chen et al., 1999). The exact mechanism is unknown. It is, however, interesting that protection by A<sub>2A</sub> antagonism is also observed when neuronal damage is induced by quinolinic acid and a mixture of xanthine and xanthine oxidase that produces free radicals (Behan and Stone, 2002).

The situation appears to differ between adult and newborn animals. Whereas most studies in adult animals show that theophylline, given before or immediately after the ischemic insult, causes increased damage, theophylline given before hypoxic ischemia in newborn rats showed a protective effect (Bona et al., 1997). In the same study, posttreatment had no significant effect. Interestingly, the adenosine A<sub>1</sub> antagonist DPCPX was completely inactive in these very young animals (Bona et al., 1997) and an adenosine A<sub>1</sub> agonist was similarly inactive in the neonates (Ådén et al., 2001). The reason appears to be that adenosine A<sub>1</sub> receptors are poorly expressed and poorly coupled to G proteins in young animals. Furthermore, in young animals, complete elimination of A<sub>2A</sub> receptors led to an aggravated neuronal damage and increased postischemic behavioral sequelae (Ådén et al., 2002). Thus, the role of both A<sub>1</sub> and A<sub>2A</sub> receptors is completely different in young vs. mature animals.
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CAFFEINE AND EPILEPSY

Theophylline, aminophylline, and caffeine are currently prescribed as bronchodilators for the treatment of bronchial asthma and neonatal apnea (Bairam et al., 1987; Boushey, 1995; Rang et al., 1995). Theophylline, used in the long-term management of asthma, has been reported to cause hyperexcitability characterized by restlessness and tremor. The most serious adverse effect of theophylline is convulsive activity (O’Riordan et al., 1994), and at toxic levels, focal and generalized seizures (Stone and Javid, 1980; Dunwiddie and Worth, 1982), and even status epilepticus (Shannon, 1993; Oki et al., 1994). Likewise, caffeine has been used for a long time to lengthen seizures and improve the efficacy of the electroconvulsive therapy (ECT) in severely depressed patients (Shapira et al., 1987; Coffey et al., 1990).

In animal models, both theophylline and caffeine, in nonconvulsive doses, prolong kindled seizures in rats (Albertson et al., 1983; Dragunow, 1990), induce seizures in genetically epilepsy-prone rats (De Sarro et al., 1997), and have proconvulsant effects on seizures induced by kainic acid, pentylentetrazol, or pilocarpine (Turski et al., 1985; Ault et al., 1987; Cutrufo et al., 1992). The sensitivity to the proconvulsant effects of methylxanthines is inversely related to age, with higher sensitivity in young animals (Yokohama et al., 1997; Bernášková and Mareš, 2000). In children with epilepsy, theophylline-induced convulsions are more frequent in children under the age of 1 year compared to children over 1 year (Miura and Kimura, 2000). A pivotal role in methylxanthine-induced seizures may be played by the balance between GABA and glutamate (Corradetti et al., 1984; Segev et al., 1988; De Sarro and De Sarro, 1991; Amabeoku, 1999). The convulsant action of methylxanthines is most likely linked to the blockade of the effects of endogenous adenosine at A1 receptors located on glutamatergic neurons, thus allowing a larger release of the excitatory neurotransmitter glutamate (Dunwiddie, 1980; Dunwiddie et al., 1981).

It has been suggested that adenosine may provide an inhibitory tone in the mammalian nervous system (for review see Knutsen and Murray, 1997). Thus, adenosine could act as an endogenous anticonvulsant (Dragunow et al., 1985; Dragunow, 1986). During epileptic seizures, large quantities of adenosine are released by the cells surrounding the epileptic focus (Winn et al., 1979, 1980; Park et al., 1987; During and Spencer, 1992; Berman et al., 2000). The dramatic increase in adenosine levels recorded during epileptiform activity seems to contribute to the termination of ongoing seizure activity as well as to the postictal refractory period (During and Spencer, 1992). The most likely candidate of the antiepileptic effect of adenosine is the A1 receptor because of its known inhibitory action on the release of neurotransmitters, especially excitatory transmitters whose release is increased during seizures (Fredholm and Hedqvist, 1980; Fredholm and Dunwiddie, 1988). Indeed, A1 receptors agonists reduce the seizures induced by chemical or electrical stimuli (Barraco et al., 1984; Concasa et al., 1993; Klitgaard et al., 1993; Young and Dragunow, 1994; Zhang et al., 1994; De Sarro et al., 1999; Wiesner et al., 1999). In addition, adenosine is able to inhibit calcium fluxes and to open 4-aminopyridine-sensitive potassium channels (Schubert and Lee, 1986; Schubert et al., 1986). Both of these actions would result in membrane hyperpolarization and in an increase in threshold for the activation of NMDA receptors.

The role of the A2A receptor in epilepsy is more controversial, and it is still not clear whether this receptor is involved in the regulation of convulsive seizures. Indeed, A2A agonists may aggravate (De Sarro et al., 1999) or antagonize seizures in rodents (Von Lubitz et al., 1993), while A2A receptor antagonists have only a limited capacity to antagonize chemically induced seizures (Klitgaard et al., 1993). In fact, A2A receptors are found at low density in the hippocampus and cortex (Rosin et al., 1998; Cunha et al., 1999), together with a high density of A1 receptors (Goodman and Snyder, 1982; Fastbom et al., 1987; Ochiishi et al., 1999). In the hippocampus, which is often involved in seizure activity, the localization of A1 and A2A receptors overlaps in the pyramidal layers of the CA1, CA2, and CA3 regions, where they modulate excitability in opposite ways. For example, the activation of the A2A receptor attenuates the capacity of an A1 agonist to lower hippocampal excitability (Cunha et al., 1994). Moreover, the activation of the adenosine A2A receptor can induce
the release of two excitatory neurotransmitters, acetylcholine and glutamate (Sebastiao and Ribeiro, 1996; Dunwiddie and Fredholm, 1997). These two neurotransmitters are released during alcohol withdrawal seizures (Rossetti and Carboni, 1995; Imperato et al., 1998), and an A1 agonist (Concas et al, 1994) or the deletion of the A2A receptor gene in mice (El Yacoubi et al., 2001) reduces alcohol withdrawal syndrome. The effect of A2A receptor ligands depends on tonic A1 receptor activation (Lopes et al., 2002). The role of the A1 adenosine receptor in seizures is also controversial. A somewhat selective A1 receptor agonist, IB-MECA, has neuroprotective properties against NMDA- and pentylenetetrazol-induced seizures (Von Lubitz et al., 1995), while it is entirely ineffective in ameliorating tonic convulsions induced by electroshocks (Jacobson et al., 1996). Thus, the role of adenosine during seizures appears to be complex and to involve more than its commonly accepted endogenous anticonvulsant effect mediated by the activation of A1 receptors.

**ACUTE AND CHRONIC CAFFEINE CONSUMPTION HAVE OPPOSITE EFFECTS IN ISCHEMIA AND EPILEPSY**

Given the large body of information available in the literature about the deleterious role of acute caffeine administration on stroke-induced damage (Dragunow and Faull, 1988; Marangos et al., 1990; Marangos and Miller, 1991; Rudolphi et al., 1992a,b; Fredholm, 1996; Dunwiddie and Masino, 2001; Von Lubitz, 2001), it was quite surprising when it was shown that long-term treatment with caffeine reduced the damage induced by 10 min of bilateral carotid occlusion in gerbils and rats (Rudolphi et al., 1989; Sutherland et al., 1991). Furthermore, treatment of rat dams with peroral caffeine protected their offspring against neuronal damage after hypoxic ischemia in the early postnatal period (Bona et al., 1995). This effect could be reproduced by an A2A antagonist but not by an A1 antagonist (Bona et al., 1997). These results clearly indicate that long-term caffeine use does not introduce any major risk for increased damage after an acute stroke. Indeed, there are no consistent data linking caffeine use with increased mortality due to stroke (Willett et al., 1996).

Likewise, an acute exposure to methylxanthines decreases the threshold to various convulsants (Albertson et al., 1983; Turski et al., 1985; Ault et al., 1987; Dragunow, 1990; Cutrufo et al., 1992; De Sarro et al., 1997) and worsens brain damage induced by seizures (Pinard et al., 1990). Conversely, chronic caffeine treatment leads to decreased susceptibility to seizures (Georgiev et al., 1993; Von Lubitz et al., 1993; Johansson et al., 1996) and protects the hippocampus against neuronal damage caused by lithium-pilocarpine–induced status epilepticus (Rigoulot et al., 2003). Chronic treatment with an adenosine A1 antagonist mimics caffeine’s chronic effects on seizure susceptibility (Von Lubitz et al., 1994), whereas chronic treatment with an adenosine A1 agonist, cyclopentyladenosine, results in pronounced increase in intensity of seizure and mortality (Von Lubitz et al., 1994). Chronic treatment with the somewhat selective A1 receptor agonist, IB-MECA, is able to protect against NMDA-induced seizures and to reduce mortality after electroshock- and pentylenetetrazol-induced seizures (Von Lubitz et al., 1995).

**MECHANISMS UNDERLYING THE PROTECTIVE EFFECTS OF CHRONIC CAFFEINE EXPOSURE IN ISCHEMIA AND EPILEPSY**

Initially, the mechanism underlying the neuroprotective effect of long-term caffeine treatment was assumed to be due to an up-regulation of adenosine A1 receptors. However, later it was found that the neuroprotective and antiepileptic effects of chronic caffeine exposure occur in the complete absence of any change in the number of adenosine A1 receptors (Georgiev et al., 1993). Moreover, these effects are most markedly observed during the ongoing treatment and not after it, as should be observed if an increased transmission through adenosine receptors had occurred as a result of the chronic exposure to caffeine (Georgiev et al., 1993). Nevertheless, the effect of chronic caffeine exposure may somehow involve an action at the A1 receptors, since the decreased susceptibility to
seizures can be obtained also by chronic exposure to an adenosine $A_1$ receptor antagonist (Von Lubitz et al., 1994).

Most likely, as suggested by Johansson et al. (1996), a primary effect of chronic exposure to caffeine on adenosine receptors would lead to adaptive changes in other neurotransmission systems and/or in fundamental properties related to neuronal excitability, as reflected by a reduction in c-fos expression after seizures occurring in animals treated with caffeine (Johansson et al., 1996). The nature of these changes is still unknown, but a reduction of the excitatory action of acetylcholine on cholinergic neurons has been shown to occur after chronic caffeine treatment (Lin and Phillis, 1990). Moreover, long-term treatment with methylxanthines alters the coupling of receptors to G-proteins (Ramkumar et al., 1988; Fastbom and Fredholm, 1990). It has also been reported recently that the psychostimulant effects of caffeine involve the phosphorylation of DARPP-32 (dopamine- and cyclic AMP-regulated phosphoprotein of 32,000 kDa) (Lindskog et al., 2002). Thus, the effects of chronic caffeine exposure in ischemia and epilepsy are most likely mediated via a complex cascade of downstream reactions initiated by blockade of adenosine receptors but probably are not critically dependent on a change in the total number of adenosine receptors. Possibly, other proteins such as G-proteins and DARPP-32 are important. Furthermore, these effects may be different in different brain regions (Svenningsson et al., 1999).

### CONCLUSION

These data extend the reports that daily caffeine consumption in reasonable amounts cannot be considered of concern for human health (Nawrot et al., 2003). Indeed, such consumption may reduce and/or delay neurological diseases such as stroke, epilepsy, Parkinson’s disease (see Chapter 10 of this book), and, possibly, Alzheimer’s disease (Maia and de Mendonça, 2002).

### REFERENCES


© 2004 by CRC Press LLC


© 2004 by CRC Press LLC


INTRODUCTION

Caffeine is the most widely used psychoactive substance in the world. Most of the caffeine consumed comes from dietary sources such as coffee, tea, cola drinks, and chocolate. The consumption of caffeine is most often correlated with the positive effects following its ingestion, namely increased alertness, energy, and ability to concentrate (Benowitz, 1990; Fredholm et al., 1999; Nawrot et al., 2003). In addition to its dietary use, caffeine can also be found in a number of medications, mainly in over-the-counter and prescription preparations for weight loss and pain relief. The use of caffeine as an adjunctive constituent of analgesic medications can be dated back to 1875 when caffeine was first isolated and characterized structurally (Arnaud, 1987). The first clinical trials concerning the possible contribution of caffeine to the analgesic properties of aspirin and acetaminophen were only performed at the beginning of the 20th century. However, the interpretation of these studies is rendered difficult by their methodological limitations (Beaver, 1966, 1981).

More recent, well-conducted studies have focused on the association of caffeine, mainly with aspirin or acetaminophen, and the contribution of caffeine to the antipain efficacy of analgesics in migraine and tension-type headache. In 1988, the FDA classified caffeine as belonging to Category I ingredients considered to be “generally regarded as safe and effective” and to Category III ingredients considered as requiring additional research to prove efficacy as over-the-counter anal-
gesic adjuvants (Beaver, 1981; FDA, 1988). In 1994, a review on caffeine data by the Nonprescription Drugs Advisory Committee reported that a 130-mg caffeine dose provided significant adjuvant efficacy when combined with aspirin or acetaminophen/aspirin in a variety of pain states (Dalessio, 1994). The combination of caffeine with current prescription and nonprescription drugs in alleviating migraine and tension-type headache-related symptoms and pain has been the subject of a number of studies that will be summarized below. These studies are of clinical importance since most approved prescription drugs for headache, mainly migraine, are expensive and many have therapy-limiting side effects and contraindications (Von Seggern, 1992; Solomon, 1993; Kumar and Cooney, 1995).

ANTINOCICEPTIVE PROPERTIES OF CAFFEINE

As reviewed in Chapter 1 of this book, most of the actions of caffeine reflect its action as a nonspecific antagonist at adenosine receptors (Nehlig et al., 1992; Fredholm et al., 1999). Among its numerous pharmacological effects on the body, caffeine has been reported to express intrinsic antinociceptive actions in animal models (Daly, 1993); however, they depend on the type of pain stimulus: mechanical, thermal, or electrical (Seegers et al., 1981; Person et al., 1985; Castaneda-Hernandez et al., 1994; Engelhardt et al., 1997; Diaz-Reval et al., 2001). Only rare human studies have assessed whether caffeine alone has independent analgesic properties. In two studies including 301 and 53 subjects suffering from tension-type headache, caffeine significantly relieved pain in a dose-dependent manner (Ward et al., 1991; Diamond et al., 2000). The antinociceptive actions of caffeine are considered to be linked to its antagonism at the level of adenosine receptors. In the peripheral nervous system, adenosine A1 receptor activation produces antinociceptive actions by decreasing, while adenosine A2 receptor activation produces pronociceptive or pain-enhancing properties by increasing cyclic AMP levels in the sensory nerve terminals. Adenosine A3 receptor activation produces pain behaviors due to the release of histamine and serotonin from mast cells and subsequent actions on nerve cell terminals. In humans, the peripheral administration of adenosine produces pain responses resembling those generated under ischemic conditions (Sawynok, 1995, 1998). Thus, adenosine systems appear to contribute to the antinociceptive properties of caffeine. Antinociception results from the inhibition of intrinsic neurons by an increase in K+ conductance and presynaptic inhibition of sensory nerve terminals to inhibit the release of substance P and glutamate with subsequent actions on pain perception (Sawynok and Yaksh, 1993; Sawynok, 1998). The intrinsic antinociceptive actions of caffeine have been proposed to result from actions at supraspinal sites because manipulation of central monoaminergic pathways can inhibit such actions (Sawynok and Reid, 1996) and may involve inhibition of presynaptic adenosine receptors on cholinergic nerve terminals (Ghelardini et al., 1997). In addition, during headaches, adenosine receptor-mediated vasodilation and/or irregular vascular tone contribute to pain (Dalessio, 1979; Ferrari, 1991).

A number of studies have addressed the question of the adjunctive analgesic properties of caffeine in over-the-counter and prescription pain medications for both headache and other types of pain. For example, 65 to 100 mg of caffeine potentiate the analgesic effects of 500 mg of acetaminophen or 200 mg of ibuprofen in postpartum uterine cramping (Jain et al., 1978; Laska et al., 1983, 1984; Akin et al., 1996), postpartum pain and episiotomy (Laska et al., 1983, 1984), third molar extraction (Laska et al., 1983; Forbes et al., 1991; McQuay et al., 1996), and dentoalveolar pain (Kiersch and Minic, 2002). Based on a pooled analysis of 30 clinical studies including about 10,000 patients suffering from various types of pain, including headaches, Laska et al. (1983, 1984) estimated that the combination of caffeine with current analgesics has a potency of 1.41, which means that it would take 41% more aspirin or acetaminophen alone to reach the same analgesic level as the combined medication.
EFFICACY OF CAFFEINE IN THE TREATMENT OF TENSION-TYPE HEADACHES

Tension-type headaches, as classified by the International Headache Society (1988), occur usually at a maximal frequency of 15 per month and respond to nonprescription medications. They are most often not accompanied by disabling pain and work arrest (Jensen and Paiva, 1993; Matthew, 1993). In the studies detailed below, the patients recruited experienced between four and ten tension-type headaches per month during the year preceding the study (International Headache Society, 1988). In tension-type headaches, the efficacy of the combination of caffeine with acetaminophen and aspirin has been repeatedly reported (Laska et al., 1984; Schachtel et al., 1991; Migliardi et al., 1994; Diamond et al., 2000).

In a randomized, double-blind, parallel-design trial, Schachtel et al. (1991) compared the analgesic properties of a single dose of acetaminophen (1000 mg) or aspirin (1000 mg) with caffeine (64 mg) or placebo in 302 subjects with tension-type headache. Acetaminophen and the combination of aspirin with caffeine were significantly more efficient than placebo in terms of the sum of pain intensity difference from baseline, total pain relief, and percentage of patients experiencing total pain relief. The aspirin/caffeine combination was rated superior to acetaminophen alone for the sum of pain intensity difference from baseline and percentage of patients experiencing complete pain relief.

In a series of six randomized, double-blind, two-period crossover studies, conducted under similar protocols, Migliardi et al. (1994) compared the analgesic efficacy of two combinations containing caffeine in subjects with tension-type headache. In the first four studies involving 1900 patients, tablets of acetaminophen (500 mg), aspirin (500 mg), and caffeine (130 mg) (APAP/ASA/CAF) were combined, while in two other studies involving 911 subjects, two tablets of acetaminophen (1000 mg) and caffeine (130 mg) (APAP/CAF) were combined. The patients were all involved in two treatment periods during which they took two separate medications for two different headache attacks. Acetaminophen was found superior to placebo, but the APAP/CAF and APAP/ASA/CAF combinations were significantly superior to acetaminophen alone and placebo. The caffeine adjuvant effect reached 76% for sum of pain intensity difference from baseline, 89% for percentage of pain intensity difference from baseline, and 97% for total pain relief. For peak analgesia and duration, the caffeine adjuvant effect of the two combinations compared to acetaminophen alone ranged from 63 to 85%. The pooled analgesic responses for the four studies of APAP/ASA/CAF and the two studies of APAP/CAF were virtually superimposable. The effect of caffeine in this antipain medication was totally independent of the usual dietary caffeine intake of the patients or their caffeine consumption in the 4 h preceding medication. However, the two combinations produced more stomach discomfort, nervousness, and dizziness than acetaminophen or placebo (Migliardi et al., 1994).

More recently, in a randomized, double-blind, multicenter trial, Diamond et al. (2000) compared the analgesic effect of ibuprofen alone (400 mg), ibuprofen (400 mg) plus caffeine (200 mg), caffeine alone (200 mg), or placebo in 301 subjects with tension-type headache. The combination of ibuprofen and caffeine provided significantly greater analgesic effects than ibuprofen alone, caffeine alone, or placebo. This was true for the delay between the medication and meaningful improvement in headache relief, total analgesia provided over 4 and 6 h, peak relief, and the number of patients reporting these improvements. This study also showed a similar efficacy of caffeine (200 mg) or ibuprofen (400 mg) alone (Diamond et al., 2000), which is in line with the data of an older study reporting a similar efficacy of caffeine (65 or 130 mg) or acetaminophen (650 mg) alone in the treatment of tension-type headache (Ward et al., 1991).

The analgesic potency of caffeine alone was also shown in another type of headache, postdural puncture headache. The addition of caffeine to saline during the first 90 min after spinal anesthesia reduced moderate and severe postdural puncture headaches as well as the analgesic demand for 4
d. In these cases, caffeine was found to be a simple and safe way to minimize postdural puncture headache (Ford et al., 1989; Yucel et al., 1999; Vincent and Aboff, 2001).

In conclusion, in tension-type headaches, caffeine has both analgesic properties by itself and appears to be able to potentiate the analgesic properties of common antipain drugs such as acetaminophen, aspirin, and ibuprofen.

**Efficacy of Caffeine in the Treatment of Migraine Headaches**

Migraine is a recurrent disorder that produces a wide spectrum of pain and disability (Stewart et al., 1996a; Von Korff et al., 1998). An estimated 23 to 25 million Americans, 18% of women and 6% of men, suffer from migraine attacks (Stewart et al., 1992), among whom more than 50% experience at least one episode per month (Rasmussen and Olesen, 1993). Only 5 to 15% of migraine attacks are associated with mild pain and no disability; moderate to severe pain and disability are reported in 60 to 70% of attacks, and incapacitating pain, bed rest, and total disability occur in 25 to 35% of the attacks (Lipton and Stewart, 1993; Von Korff et al., 1994; Stewart et al., 1996b). The severity of the attacks is variable in a given person (Johannes et al., 1995; Von Korff et al., 1998). Most migraine sufferers (65% of men and 57% of women) manage their headache with nonprescription medications (Celentano et al., 1992), but it is not clear how effective these medications are in the treatment of severe migraine attacks. Indeed, the optimal treatment depends both on the severity of the disease and the severity of individual attacks (Lipton et al., 1994; Michel et al., 1997; Pryse-Phillips et al., 1997; Lipton, 1998).

In a series of three double-blind, randomized, parallel-group, single-dose, placebo-controlled trials, Lipton et al. (1998) examined the efficacy of the treatment of migraine symptoms in a population of 1220 subjects by a nonprescription combination of acetaminophen (500 mg), aspirin (500 mg), and caffeine (65 mg) taken orally as a single-dose treatment. Significantly greater reductions in pain intensity were seen from 1 to 6 h after treatment in patients taking the medication compared to the placebo group. The percentage of patients free of pain at 6 h was twice as high in the medication group as in the placebo group. The other symptoms of migraine, such as nausea, photophobia, phonophobia, and functional disability, were significantly improved in the medicated compared with the placebo group. Goldstein et al. (1999) extended the analysis of the studies performed by Lipton et al. (1998) to a subgroup of 172 subjects, within the initial group of 1220, that were suffering from severe, disabling migraine symptoms. They reached conclusions similar to those in the study including the whole population of migraineurs and showed the superiority of the combination of acetaminophen, aspirin, and caffeine over the placebo in alleviating pain and associated symptoms in this group of patients more severely disabled by their migraines. Finally, the conclusions of the two previous studies were extended to menstruation-associated migraine in a group of 967 women extracted from the initial group of 1220 subjects. A similar efficacy of the combination of the medications cited above was also found in the case of menstruation-associated migraine (Silberstein et al., 1999).

However, in the three studies cited above, the objective was to analyze whether over-the-counter, rather inexpensive, medication could be effective in reducing migraine-associated pain and symptoms. The data of the three studies (Lipton et al., 1998; Goldstein et al., 1999; Silberstein et al., 1999) confirm the safety and efficacy of the acetaminophen/aspirin/caffeine combination on migraine symptoms but do not outline the specific role of caffeine in this combination, since no comparison was performed with combinations containing or not containing caffeine or with caffeine alone. In fact, the efficacy of the acetaminophen/aspirin/caffeine combination was postulated by Strong (1997) to be possibly linked to the presence of caffeine; however, this hypothesis is based on the observation of only one case, the author of the paper himself (Strong, 1997). He found that only the combination of medication including caffeine and caffeine alone (100 mg) were effective in his migraine attacks. However, a large-scale study is still missing to clearly outline the potenti-
ation of analgesic properties afforded by the addition of caffeine to an analgesic drug or combination of drugs as well as the efficacy of caffeine alone in the relief of pain and other symptoms associated with migraine.

More recent randomized, double-blind, multicenter, parallel-group studies also tested the efficacy of ergotamine (1 or 2 mg) plus caffeine (100 or 200 mg) vs. calcium carbasalate/lysine acetylsalicylate (equivalent to 900 mg of aspirin) plus metoclopramide (10 mg), eletriptan (80 mg), or rizatriptan (10 mg) in migraine. In the four studies, the mixture of aspirin equivalents and metoclopramide (Le Jeune et al., 1999; Titus et al., 2000) and the serotonin receptor agonists eletriptan (Diener et al., 2002) and rizatriptan (Christie et al., 2003) were superior to the combination of ergotamine and caffeine in alleviating all migraine-associated symptoms, such as intensity of pain, duration of pain relief, nausea, photophobia, phonophobia, and functional disability.

Recently, Geyde (2001) published his hypothesized treatment for migraines. He is proposing to use a combination of products that would act on a whole subset of physiological regulations that are impaired during migraine attacks. Migraine attacks include, but are not limited to, (1) falling blood levels of serotonin (Anthony and Lance, 1971, 1989); (2) vascular dilatation (Dalessio, 1979; Ferrari, 1991); (3) inflammatory response in intracranial structures (Pearce, 1993), and (4) in some, but not all migraines, an increasing release of the vasodilator histamine (Guyton, 1991), which continues to rise 24 h after onset (Anthony and Lance, 1971). The author is proposing to use the following combination: (1) tryptophan (500 mg) as a precursor of serotonin; (2) niacin (nicotinic acid, 100 mg) to facilitate tryptophan’s conversion to serotonin; (3) acetylsalicylic acid (650 mg) to enhance tryptophan’s conversion to serotonin and reduce prostaglandin-mediated inflammation; (4) calcium carbonate (500 mg) (Guyton, 1991), and (5) caffeine (64 mg) to reduce vasodilation (Leonard et al., 1987). This treatment was tested on 12 subjects, 9 of whom were relieved from migraine symptoms within 1 h after taking the treatment.

CAFFEINE WITHDRAWAL HEADACHES

In sensitive individuals, caffeine withdrawal typically induces headaches, among other symptoms (Griffiths et al., 1990; Nehlig et al., 1992; Silverman et al., 1992; Hughes et al., 1993). A strong positive correlation has also been described between caffeine consumption, fasting, and headaches before and after surgical procedures. For every increase in the usual daily consumption of 100 mg of caffeine (about a cup of coffee), the risk of headache immediately before and after surgery is increased by 12 and 16%, respectively, and correlates also with the duration of fasting (Fennelly et al., 1991; Nikolajsen et al., 1994). The risk of headaches is reduced in individuals who drink caffeine or receive substitutive caffeine tablets on the day of the surgery (Weber et al., 1993, 1997; Hampel et al., 1995). Therefore, it was advised by three studies that the numerous healthy patients who drink caffeine-containing beverages daily and are undergoing minor surgical procedures should be permitted to ingest preoperative caffeine (Weber et al., 1993, 1997; Nikolajsen et al., 1994).

Caffeine withdrawal symptoms disappear soon after absorption of caffeine. This effect is strongly linked to the psychological satisfaction related to the ingestion of caffeine; this is especially true for the first cup of the day. The potential reversal of caffeine withdrawal-induced headache and other symptoms by the absorption of caffeine alone has been known for over 50 years and shown repeatedly (Dreisbach and Pfeiffer, 1943; Goldstein and Kaizer, 1969; Goldstein et al., 1969; Griffiths and Woodson, 1988; Hughes et al., 1991). The occurrence of headaches on substitution of decaffeinated coffee predicts subsequent caffeine self-administration (Hughes et al., 1991).

VASCULAR CHANGES DURING VARIOUS TYPES OF HEADACHES

Tension-type headaches are not accompanied by vascular changes (Andersson et al., 1997; Diener, 1997; Sliwka et al., 2001). Conversely, migraine attacks and the interictal state are characterized by cerebral blood flow changes, but there is no real consensus on the nature of the cerebrovascular
changes in migraine states. In the interictal state, cerebral blood flow and baseline flow velocity were reported to be higher (Facco et al., 1996; Valikovics et al., 1996; Vasudeva et al., 2003), similar (De Benedittis et al., 1999), or lower (De Benedittis et al., 1999) in migraine patients compared to the control population. There were also differences between migraines with or without aura characterized by different, even opposite, deviations in regional cerebral blood flow (Facco et al., 1996; De Benedittis et al., 1999). During migraine attacks, most often reports indicate a decrease in regional cerebral blood flow (La Spina et al., 1994, 1997; Andersson et al., 1997; Cutrer et al., 1998; De Benedittis et al., 1999; Sanchez del Rio et al., 1999) or no change in migraine with aura (Silvestrini et al., 1996). In migraine without aura, the reports indicate no change (Ferrari et al., 1995; Thomsen et al., 1995; Silvestrini et al., 1996) or a reduction in cerebrovascular reactivity and cerebral blood flow (Andersson et al., 1997; Bednarczyk et al., 1998). Moreover, sumatriptan, a serotonin receptor agonist commonly used for the treatment of migraine headache, does not change cerebral blood flow during migraine attacks (Ferrari et al., 1995; Limmroth et al., 1996).

Conversely, there is a relationship between caffeine withdrawal, the development of headaches, and changes in cerebral blood flow. The cerebral blood flow velocities are increased during withdrawal headaches, significantly decrease within 30 min after caffeine intake in all subjects, and return to baseline values after 2 h (Couturier et al., 1997). This study is in line with others suggesting that increased blood volume may be involved in caffeine withdrawal headache (Dreisbach and Pfeiffer, 1943; Von Borstel et al., 1983; Hirsch, 1984; Mathew and Wilson, 1985b).

CEREBRAL VASOCONSTRICTIVE PROPERTIES OF CAFFEINE

Methylxanthines such as caffeine or theophylline induce vasodilation, except in the central nervous system, where they raise cerebrovascular resistance; this actually contributes to a reduction in cerebral blood flow. The vasoconstrictive properties of methylxanthines have been demonstrated in humans (Wechsler et al., 1950; Shenkin, 1951; Moyer et al., 1952; Gottstein and Paulson, 1972; Magnussen and Hoedt-Rasmussen, 1977; Mathew et al., 1983; Mathew and Wilson, 1985b, 1990; Cameron et al., 1990) and in animals (Oberdörster et al., 1975; Morii et al., 1983; Grome and Stefanovich, 1985, 1986; Puiroud et al., 1988; Ko et al., 1990; Nehlig et al., 1990). The absorption of 250 mg of caffeine in humans induces a decrease in cerebral blood flow ranging from 20 to 30% (Mathew et al., 1983; Mathew and Wilson, 1985b, 1990). This decrease is independent from mood, peripheric physiological activity, and arterial partial pressure of CO₂ (Mathew et al., 1983; Mathew and Wilson, 1985a,b, 1990). Caffeine induces a regional decrease in cerebral blood flow, mainly in the areas where it increases metabolism (i.e., in monoaminergic cell groupings, in the motor and limbic systems, and in the thalamus) (Grome and Stefanovich, 1985, 1986; Nehlig et al., 1990).

CONCLUSION

At this point, the efficacy of caffeine in relieving headache induced by caffeine withdrawal, which leads to cerebral vasodilatation, appears clear and seems to reflect the central vasoconstrictive properties of the methylxanthine. In tension-type headache, there do not seem to be vascular changes related to the attack, and therefore the analgesic effect of caffeine per se or combined with other antipain medication is most likely mediated by other phenomena. It cannot be totally discounted, however, that the vasoconstrictive effect of caffeine could add to the mechanisms involved in pain relief. Finally, for migraine attacks, the literature is rather in favor of a decrease in cerebral blood flow during the attacks. The origin of pain in this pathology remains to be clearly defined; pain is attributed to the dilatation of the ipsilateral medial cerebral artery and also to the dilatation and increased pulsations of the superficial temporal artery and other extracranial arteries (Olesen, 1993). The role of caffeine in pain relief in migraine is not clearly understood and has not been fully
explored since the effect of caffeine per se or the comparison of antipain drug combinations with and without caffeine is missing. However, the serotonin receptor agonists appear to be more effective than regular antimedications combined with caffeine in the treatment of migraine, which is in line with the hypothesis of several authors that changes in the diameter of cerebral arterial blood vessels are not so frequent in migraineurs and possibly epiphenomena unrelated to headache (Olesen, 1993).
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ABSTRACT

Caffeine exerts the dominant effects in the central nervous system after ingestion of coffee, so little attention has been paid to the actions of noncaffeine constituents in coffee. Similar to all plants, coffee contains numerous constituents. Because some of the effects of these compounds may modify or even oppose those of caffeine, the results of their presence in consumed coffee would be difficult to observe, except in decaffeinated coffee. Recently, it has been suggested that roasted coffee contains agents with anticraving properties, which may affect the ability of individuals who consume coffee to better cope with addiction. Another piece of evidence from epidemiological studies of suicide rates suggests that coffee constituents may have an antidepressant effect. Coffee also contains compounds with weak estrogenic activity, which may cause an increase in muscarinic cholinergic receptors involved in cognition. The antioxidant activity of caffeic acid and its metabolites may play a role in protecting brain cells from free radical oxidation. Further, because the brain, like other organs in the body, depends on blood flow to ensure access to oxygenated hemoglobin, the cardiovascular effects of roasted coffee may play a significant role in preventing stroke and other degenerative diseases of the brain.

INTRODUCTION

Every day, for millions of people worldwide the alluring aroma of hot coffee brewed from freshly roasted beans drags sleepers from their beds and pedestrians into cafes (Illy, 2002). For years, the conventional wisdom held that this attraction of coffee was the result of the stimulating effect of caffeine (Fredholm et al., 1999). However, underlying this seemingly simple beverage exists a profound chemical complexity, and noncaffeine constituents perhaps have effects on the central
nervous system that are contrary to those of caffeine. Similar to all plant material, coffee beans contain a variety of low-molecular-weight compounds, in particular chlorogenic acids (Clarke, 1985). These constitute a mixture of mono- and di-esters of quinic acid and caffeic and ferulic acids. However, in contrast to tea or chocolate, roasted coffee is unique among beverages in that it contains quinides, formed in the roasting process from the corresponding chlorogenic acids. Figure 13.1 shows the structures of the most abundant chlorogenic acid, 5-caffeoylquinic acid (5-CAQA), and putative quinides, some of which have been identified in roasted coffee (Schrader et al., 1996), while others are expected based on the amount of their corresponding chlorogenic acids present in green coffee beans (Clarke, 1985; de Paulis et al., 2002).

**FIGURE 13.1** Structures and acronyms of chlorogenic acid and lactones (quinides).

ANTIADDICTION EFFECTS OF COFFEE

Accumulating clinical evidence supports the idea that opioid receptor antagonists are effective in reducing craving and relapse in patients suffering from drug or alcohol addiction and related behaviors (Garbutt et al., 1999; Kim et al., 2001). For example, the mu opioid receptor antagonists naltrexone and naloxeone have been used as an adjunct to various psychosocial treatments of alcoholism, heroin addiction, and pathological gambling. These disorders are highly prevalent in most human societies and have significant social, economic, and public health consequences in all the countries of the world. It is therefore of great interest that a weak antimorphine activity of roasted coffee has been discovered. Boublik et al. (1983) and Wynne et al. (1987) were the first to
report that quinides in coffee can act as antagonists of the mu opioid receptor (i.e., they can specifically inhibit the effects of morphine and other opioid-related drugs at this receptor). The estimated total amount of quinides in an average cup of regular, instant, or decaffeinated coffee, approximately 1% of dry weight (Clarke, 1985), raises the possibility that daily coffee consumption may have beneficial effects against various addictive disorders. Although Boublik et al. (1983) reported that instant coffee was able to displace the binding of the mu opioid receptor antagonist, [3H]naloxone, the active agent was never identified. However, mass spectroscopic evidence suggested an isomer of feruloylquinide (Wynne et al., 1987). Investigation of quinides in roasted coffee at the Vanderbilt Institute for Coffee Studies has demonstrated that not only does 3-feruloyl-1,5-quinide (3-FEQ) block [3H]naloxone binding, but the majority of quinides present in roasted coffee, in particular 4-cafeoyl-1,5-quinide (4-CAQ) and 3,4-dicafeoyl-1,5-quinide (DICAQ), share this antimorphine activity with potencies one order of magnitude higher than those of 3-FEQ and 4-FEQ (de Paulis et al., in press). The earlier work with instant coffee (Boublik et al., 1983; Wynne et al., 1987) did not clarify whether a single compound or a mixture of similar compounds accounted for the mu opioid receptor binding activity. The fraction containing the highest activity inhibited the binding of 1 nM [3H]naloxone by 50% at 0.025 mg/ml. Assuming that this represented an equal mixture of 3-FEQ and 4-FEQ, the corresponding \(K_i\) value would be 65 \(\mu M\), in agreement with the observed affinities for 3-FEQ (\(K_i\) 90 \(\mu M\)) and 4-FEQ (\(K_i\) 40 \(\mu M\)) (de Paulis et al., 2004). One reason that Boublik and Wynne failed to identify 3-CAQ and 4-CAQ in instant coffee could be their separation method (column chromatography on neutral silica gel). Under these conditions, derivatives of caffeic acid bind irreversibly to the stationary phase, the ortho-hydroxy groups possibly forming chelating bonds with the silicon dioxide (de Paulis et al., 2002). Thus, it is reasonable to assume that using this method of purification in these earlier studies resulted in only the less abundant (and less potent) feruloylquinides being identified.

A preliminary study of coffee extract on the inhibition of morphine-induced analgesia in mice was conducted at the Vanderbilt Institute for Coffee Studies. Decaffeinated instant coffee (Taster’s Choice, Nestlé) was extracted with ethyl acetate and the solvent evaporated. The residual oil (10% of the original weight) was dissolved in 40 ml of water containing 10 \% tween-80 (Sigma) and diluted with saline to 10 mg/ml. Mice (N = 8) were injected intraperitoneally with a dose of 10 mg/kg body weight and tested in the hot plate test after 15 min. After receiving coffee extract, complete inhibition of the analgesic effect of morphine was noted, as measured by reduction in the time to react, e.g., jumping or licking the hind paws after the mouse was placed on a hotplate kept at 52°C (Figure 13.2). Latency time for coffee extract plus morphine was 5.4 ± 0.5 sec vs. 18.5 ± 1.5 sec for morphine alone. Coffee extract by itself was not different from control injections (7.9 ± 2.6 sec vs. 6.2 ± 0.8 sec) (McDonald, unpublished). Because the extract represented a 10-fold concentration of quinide-like constituents in instant decaffeinated coffee, the tested dose was equivalent to at least 100 mg/kg of instant coffee. These results are in contrast to a previous report by Strubelt et al. (1986) that high doses of instant, decaffeinated coffee (60 mg/kg i.v., 150 mg/kg i.p., or 2000 mg/kg p.o.) had no apparent effect on morphine-induced analgesia in mice. However, the dose of morphine used by Strubelt et al. (1986) was unusually high (10 mg/kg i.p.), the less accurate tail-flick method was used, and the analgesic activity was measured 1 h after administration of coffee. In our study of the pharmacokinetic profile of DICAQ (100 mg/kg i.p.), both brain and plasma levels in the mouse peaked after 5 to 10 min, with an apparent half-life of 2 min. No detectable amounts of DICAQ were seen in the mice’s brains after 30 min (de Paulis et al., 2002).

Results of DIFEQ, DICAQ and 4-CAQ in blocking morphine effects in the hot plate test are shown in Table 13.1. Morphine (1 mg/kg i.p.) was given 15 min prior to the test drug. Testing was performed 15 min postinjection in groups of eight mice per dose. Test compounds were dissolved in 10% tween-80 (5 mg/ml). From the dose-response data, approximate effective doses (ED\(_{50}\)) for each compound were calculated by log-logit analysis. In vivo behavioral activities range from 21 mg/kg for DIFEQ to 0.2 mg/kg for 4-CAQ (McDonald, unpublished). In this preliminary study the wide dose range does not match the range of antimorphine activities of these compounds in vitro.
This discrepancy could be the result of different pharmacokinetic properties, or suggest that inhibition of morphine-induced analgesia (antinociception) in the mouse is mediated by a mechanism other than simple blockade of mu opioid receptors. One such possible mechanism of action could be the recently discovered inhibition of the adenosine transporter by roasted coffee (de Paulis et al., 2002).

The fact that dicinnamoylquinides, such as DIFEQ and DICAQ in coffee, as well as coffee itself, are inhibitors of the human adenosine transporter was evidenced by their ability to displace the binding of $[^3H]4$-nitrobenzyl-6-thioinosine (de Paulis et al., 2002). This effect on adenosine may confound the interpretation of the hot plate test results. When the presynaptic reuptake transporter is blocked, more adenosine becomes available for neurotransmission. The resulting activation of adenosine receptors in the spinal cord causes antinociception by inhibiting the release

![Figure 13.2](image.png)

**FIGURE 13.2** Ability of decaffeinated instant coffee extract (10 mg/kg i.p.) to block the effects of morphine (1 mg/kg i.p.) in the hot plate test in mice 15 min after injection. The bars represent mean ± SEM (N = 8).

<table>
<thead>
<tr>
<th>TABLE 13.1</th>
<th>Preliminary Antimorphine Activities of Substituted Cinnamoyl-1,5-Quinides</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Compound</strong></td>
<td><strong>Acronym</strong></td>
</tr>
<tr>
<td>3,4-Diferuloylquinide</td>
<td>DIFEQ</td>
</tr>
<tr>
<td>3,4-Dicaffeoylquinide</td>
<td>DICAQ</td>
</tr>
<tr>
<td>3-Caffeoylquinide</td>
<td>3-CAQ</td>
</tr>
<tr>
<td>4-Caffeoylquinide</td>
<td>4-CAQ</td>
</tr>
<tr>
<td>Naloxone</td>
<td>0.0037</td>
</tr>
</tbody>
</table>

* Calculated from the concentration that inhibits 50% of $[^3H]$naloxone binding in HEK-MOR cell homogenates.

© 2004 by CRC Press LLC
of substance P in sensory nerve terminals (Cahill et al., 1996; Sawynok et al., 1998). Depending on the time of administration, the adenosine uptake inhibitors dilazep and dipyridamole block morphine-induced analgesia when given 10 min before morphine, but they enhance analgesia when given 5 min after morphine (Keil and Delander, 1995; Sadig-Lindell et al., 2001). Thus, quinides from coffee consumption could have the paradoxical effect of both preventing and increasing pain, in contrast to caffeine, which has no or little modulating effect on pain (Karlsten et al., 1992; Koegh and Chaloner, 2002). If confirmed in human subjects, this dual analgesic effect of these compounds could make them particularly appropriate in addiction treatment, because the combined effects on pain are less likely to lead to dependence liability than is a pure analgesic agent that is acting as an agonist at the mu opioid receptor.

ANTIDEPRESSANT EFFECTS OF COFFEE

Epidemiological studies have demonstrated that there is a negative correlation between suicide rates and coffee consumption. Individuals who drank up to three cups of coffee per day had a significantly lower risk of committing suicide than those who did not drink coffee (Klatsky et al., 1993). Similar results were found in a 10-year study of female registered nurses (Kawachi et al., 1996). A study on the effects of coffee in Brazilian schoolchildren found that having three cups of coffee with milk significantly decreased their feelings of sadness (Flores et al., 2000). Thus, coffee seems to exert an antidepressant-like action in humans. It can be argued that this effect of coffee possibly is caused by its content of caffeine, since caffeine blocks the inhibitory effect of adenosine on dopamine nerves in the brain (Fredholm et al., 1999). However, caffeine by itself has no euphoric activity (Nehlig and Boyet, 2000), and caffeine in subjects with normal mood did not show any effect on mood (Rodgers and Dernoncourt, 1998). Only direct clinical studies of coffee with and without caffeine in depressed patients will be able to clarify this controversial issue.

Another aspect of the potential role of coffee and anxiety symptoms of depression relates to the fact that some derivatives of chlorogenic acid (i.e., dicinnamoylquinides) formed in the roasting process are inhibitors of the adenosine transporter in the brain (de Paulis et al., 2002). Because inhibition of the adenosine transporter leads to an increase in adenosine neurotransmission, the result is a decrease in NMDA glutamate levels in the brain. This adenosine–glutamate regulation is disturbed after alcohol consumption and in particular during periods of alcohol withdrawal (Kaplan et al., 1999). Caffeine, being an antagonist of adenosine receptors, would, of course, be expected to have the opposite effect, thereby overwhelming any proadenosine effect of the quinides. However, chronic coffee consumption leads, paradoxically, to elevated adenosine levels (Conlay et al., 1997), and chronic administration of high doses of caffeine in mice results in profound increases in neurotransmitter receptors in the brain, in particular the GABA receptor complex that is the target for the benzodiazepine anxiolytic agents (Shi et al., 1993).

ANTIOXIDANT EFFECTS OF COFFEE

One of the fundamental questions regarding potential health effects of coffee on brain functions is whether brewed or instant roasted coffee shares the antioxidant capacity of other plant-derived beverages, such as fruit juices, tea, or wine (Richelle et al., 2001; Schilter et al., 2001). Antioxidant mechanisms may be essential for protection against a variety of disorders in which reactive oxygen species produced by the body during metabolism have been implicated in disease causation, including arteriosclerosis, degenerative brain disorders (Pratico, 2002), cancer, complications of drug and alcohol addiction, and others (Heitzer et al., 2001). One of the major constituents of coffee, caffeic acid, is an effective antioxidant agent (Raneva et al., 2001). It has been suggested that the antioxidant activity of caffeoyl derivatives emanates from the ability of caffeic acid to form an iron complex, which prevents the production of hydroxyl radicals (Kono et al., 1998; Sestili et
al., 2002). It was recently demonstrated that the roasting process has no diminishing effect on the antioxidant activity of the remaining caffeoyl derivatives (Charurin et al., 2002). Because coffee contains a higher percentage of caffeic acid derivatives than other beverages (Clifford, 2000; Mattila and Kumpilainen, 2002), the antioxidant effects of its major human metabolite, dihydrocaffeic acid (DCA) (Rechner et al., 2001; Moridani et al., 2001), was investigated at the Vanderbilt Institute for Coffee Studies.

All blood vessels in the human body, including the brain, contain specialized endothelial cells, which can be cultured and harvested (Bauer et al., 1992). When such cells were treated overnight with 100 μM DCA, loaded with 450 μM cis-parinaric acid for 1 h, then subjected to oxidation with 40 mM of a free-radical initiator (AAPH) for 2 h, the fluorescence in DCA-treated cells was about 50% greater than in control cells (0.75 ± 0.09 for DCA vs. 0.55 ± 0.12 for control) in the two experiments performed so far (May, unpublished). Preloading with alpha-tocopherol had about the same protective effect, further supporting the antioxidant effect of DCA. These results show clearly that endothelial cells actively take up DCA against a concentration gradient, that DCA protects against loss of membrane-bound alpha-tocopherol during the oxidant stress, and that DCA also protects membrane fatty acids from oxidation in cells not loaded with alpha-tocopherol. Together with the results that DCA protects against menadione-induced oxidant stress in the cytosol, these results clearly establish an antioxidant role for DCA within endothelial cells. Although the DCA concentrations used in these studies exceed those expected in vivo following oral absorption (25 to 50 nM at 30 to 60 min after ingestion of 1 g of decaffeinated instant coffee), the ability of these cells to concentrate DCA by two- to fourfold within the cells is likely to produce intracellular concentrations effective in generating the antioxidant protection.

Other neuroprotective effects of coffee may be related to its estrogenic effects. In studies of dopaminergic neurons, estrogen appears to reduce the production of free radicals and protect against oxidative stress (Pita et al., 2002). In a Canadian study on health and aging in 4615 participants who were 65 years old or older in 1991, coffee consumption was associated with reduced risk of suffering from Alzheimer’s disease 5 years later (Lindsay et al., 2002). Both coffee from regular whole beans and instant coffee, but not tea or cocoa, contain constituents of unknown structure that exhibit estrogenic activities equivalent to 0.11 to 0.17 mg of genistein (4’,5,7-trihydroxyisoflavone) per 10 g of original amount of coffee (Kitts, 1987). This effect cannot be caused by the known diterpenes, cafestol and kahweol, because these are removed in connection with the preparation of instant coffee (Gross et al., 1987). Recently, both known subtypes of estrogen receptors have been identified in the brain (Goldstein and Sites, 2002). In cultured cells, estrogen protects brain endothelial cells from ischemia (Galea et al., 2002). In elderly women, estrogen has been found to prolong cognitive function (Fillit, 2002) and prevent structural signs of aging of the brain (Cook et al., 2002). In addition, there may be a synergistic effect between the estrogenic activity of coffee and the antiparkinson effect of caffeine. In an epidemiological study of 78,000 healthy women who had reached menopause at the end of the study, estrogen therapy in women who had reported low caffeine consumption was associated with Parkinson’s disease. This population had a significantly lower risk of developing Parkinson’s disease than women with low coffee consumption and no hormone therapy (Ascherio et al., 2002). However, for women who consumed six cups of coffee or more per day, the trend was reversed. The possible association between Parkinson’s disease and estrogen and coffee, with and without caffeine, needs further studies.

A third mechanism of neuroprotection of the brain relates to the recent discovery that roasted coffee inhibits the adenosine transporter (de Paulis et al., 2002). After having a stroke, the brain contains high levels of endogenous proinflammatory agents, such as the tumor necrosis factor-alpha, resulting in neuroinflammation (Arvin et al., 1995). Activation of adenosine A$_{2A}$ receptors in brain, which is the expected outcome of adenosine transporter blockade, results in antiinflammatory activity. Further, activation of these receptors has been shown to decrease cell death following both intracerebral hemorrhage and focal ischemic stroke (Mayne et al., 2001).
CONCLUSIONS

Because caffeine exerts such a dominant effect on the brain, the potentially beneficial effect of noncaffeine constituents in roasted coffee is poorly understood. Recent studies of decaffeinated coffee have demonstrated that roasted coffee contains constituents that exhibit antinmorphine, proadenosine, and antioxidant activities in the brain. From epidemiological studies there seems to emerge a series of beneficial effects of coffee on brain function, which may be unrelated to the effects of caffeine. Even though many of these effects may be weak and vary from individual to individual (Nardini et al., 2002), the fact that coffee is consumed in such large quantities worldwide makes the elucidation of the mechanisms of action of these constituents important.
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ABSTRACT

Antioxidant properties of tea that lead to health-protective effects have been reported, mainly in relation to various types of cancer, coronary heart disease, and inflammation (Mukhtar and Ahmad, 2000). Only a few experimental data are available about the possible neuroprotective effects of tea consumption in human stroke or animal models of ischemia-reperfusion. The purpose of this chapter is to analyze the available data and the mechanisms by which tea may protect brain areas from stroke and to briefly compare the data on tea with those on coffee and stroke.

TEA CONSUMPTION AND COMPOSITION

The tea plant, *Camellia sinensis*, also known as *Thea sinensis* L., originates from southeast Asia but is currently cultivated in more than 30 countries around the world. Tea, the water extract of the dry leaves of *Camellia sinensis*, is consumed worldwide, although in greatly different quantities; it is generally accepted that, after water, tea is the most consumed beverage in the world, with a per capita consumption of approximately 120 ml/d (Katiyar and Mukhtar, 1996). Of the total amount of tea produced and consumed in the world, 78% is black, 20% is green, and less than 2% is oolong tea. Black tea is mostly consumed in Western countries and in some Asian countries, while green tea is consumed primarily in Japan, China, India, and a few countries in North Africa and the Middle East. This variety of tea has become progressively more popular and is consumed in increasing quantities in Western countries. Oolong tea production and consumption are limited to southeastern China and Taiwan (Katiyar and Mukhtar, 1996).

The different types of tea undergo different manufacturing processes. To produce green tea, freshly harvested leaves are rapidly steamed or pan-fried to inactivate enzymes, thereby preventing fermentation and producing a dry, stable product. Epicatechins are the main compounds in green tea, accounting for its characteristic color and flavor.
For the production of black and oolong teas, the fresh leaves are allowed to wither until their moisture content is reduced to about 55% of the original leaf weight, which results in the concentration of polyphenols in the leaves. The withered leaves are then rolled and crushed, thus initiating the “fermentation” of polyphenols via polyphenol oxidase-catalyzed oxidative polymerization. Oolong tea is prepared by firing the leaves shortly after rolling to terminate the oxidation and dry the leaves. Normal oolong tea is considered to be about half less fermented than black tea.

The composition of tea leaves depends on a variety of factors, including climate, season, horticulture practices, and the type and age of the plant. The chemical composition of green tea is similar to that of the leaf. Green tea contains polyphenolic compounds that include flavanols, flavandiols, flavonoids, and phenolic acids that account for 25 to 30% of the solids in water extracts of green tea leaves. Most of the polyphenols in green tea are (−)-epicatechin, (−)-epicatechin-3-gallate, (−)-epigallocatechin, (−)-epigallocatechin-3-gallate (ECGC), and (+)-catechin. In black tea, the major polyphenols are bisflavanols, theaflavins, and thearubigins that are formed from catechins during the process of polymerization. Theaflavins (about 1 to 2% of the solid in water extracts of black tea leaves) include theaflavin, theaflavin-3-gallate, and theaflavin-3,3′-digallate, and these substances contribute to the typical color and flavor of black tea. A substantial proportion of the solids in water extracts of black tea leaves represent thearubigins that have a wide range of molecular weights and are poorly characterized (Graham, 1992). Thus, it has been assumed that there are significant differences in antioxidant properties between green and black teas.

GENERAL PROTECTIVE PROPERTIES OF TEA

Tea has been consumed by some human populations for many generations and, in some parts of the world, has been considered to have health-promoting properties (Weisburger et al., 1997). Extensive laboratory research and the epidemiological findings of the past 20 years reported that polyphenolic compounds present in tea may reduce the risk of a variety of illnesses. Mainly, green tea catechins display pharmacological properties such as anticarcinogenic activity (Bu-Abbas et al., 1994; Katiyar and Mukhtar, 1996; Xu et al., 1996; Dreosti et al., 1997; Kohlmeier et al., 1997; Weisburger et al., 1997; Mukhtar and Ahmad, 2000), antioxidant activity (Serafini et al., 1996; Uchida et al., 1992), and anti-inflammatory activity (Katiyar et al., 1995a,b; Katiyar and Mukhtar, 1996) and appear able to prevent cardiovascular disease (Yamaguchi et al., 1991; Stensvold et al., 1992; Uchida et al., 1995; Tijburg et al., 1997), stroke (Weisburger, 1996), osteoporosis (Fujita, 1994), liver disease (Imai and Nakachi, 1995), and bacterial and viral infections (Nakayama et al., 1990; Horiba et al., 1991). Drinking green tea daily would contribute to maintaining plasma levels of catechins sufficient to exert antioxidant activities against oxidative modification of lipoproteins in circulating blood (Nagakawa et al., 1997). Japanese epidemiologists reported that among patients with the highest consumption of green tea (10 or more cups per day), a significant decrease in the risk of gastric cancer was obvious. Moreover, one cup of green tea infusion contains 100 to 200 mg of polyphenolic compounds, which leads to the possible daily consumption of about 1 g of (−)-epigallocatechin-3-gallate in green tea (Kono et al., 1988).

TEA AND ISCHEMIA

In ischemia, the mode of neuronal death is considered to be a continuum between apoptosis and necrosis: ischemic neurons appear cytologically necrotic while exhibiting many biochemical features of apoptosis. Ischemia-induced cell death is active, energy-dependent, and the result of a cascade of detrimental events that include disturbance of calcium homeostasis leading to increased excitotoxicity, dysfunction of the endoplasmic reticulum and mitochondria, elevation of oxidative stress causing DNA damage, lipid peroxidation, alteration of proapoptotic gene expression, and activation of caspases and endonucleases leading to the final degradation of the genome. The
The purpose of the present chapter is not to review the whole cascade of the molecular events occurring in ischemia/reperfusion-induced neuronal death, which has been described in detail elsewhere (Chan, 2001; Graham and Chen, 2001; Hou and MacManus, 2002), but rather to focus on the steps of the ischemic cascade that have been considered as targets for the potential protective action of tea and tea extracts.

Ischemia/reperfusion-mediated brain injury results, at least partly, from the oxidation of cellular macromolecules (Siesjö, 1993; Kawase et al., 1999). Indeed, because of the high consumption of oxygen by the brain, the high concentrations of polyunsaturated fatty acids and transition metals, and the low concentration of antioxidants, the brain is very vulnerable to reperfusion-induced reactive oxygen species that lead to oxidative damage to lipids and DNA. Within the molecules most harmful to the brain, eicosanoids (prostaglandins and leukotrienes), thromboxane A₂, malondialdehyde, and oxygen radicals are considered as mediators of ischemia/reperfusion-induced brain injury (Matsuo et al., 1996; Islekel et al., 1999). Eicosanoids and lipid peroxides are involved in ischemia/reperfusion-induced brain damage because of their ability to alter membrane permeability, induce brain edema, and ultimately lead to neuronal death (Watanabe et al., 1994).

At present, only a limited number of groups have studied the potential neuroprotective effects of tea and tea constituents on ischemia/reperfusion-induced ischemic neuronal damage. In global ischemia, the consumption of 0.5% green tea extracts by rats subjected to a 5-min ligation of the two common carotid arteries followed by 48 h of recirculation allowed a 37% reduction of the infarcted volume compared to animals drinking regular water (Hong et al., 2000). Similarly, 41 and 60% reductions in the infarcted volume were recorded in Mongolian gerbils subjected to a 3-week 0.5 or 2% green tea extract regimen prior to a 60-min focal ischemia induced by the occlusion of the middle cerebral artery, followed by 48 h of blood recirculation (Hong et al., 2001). A similar protection from cerebral infarction induced by global ischemia consecutive to a 3-min bilateral ligation of the common carotid arteries followed by 5 d of recirculation was found in gerbils treated immediately after the induction of the ischemia with 25 or 50 mg/kg of the green tea polyphenol, (−)-epigallocatechin-3-gallate (EGCG) (Lee et al., 2000). Likewise, a long-term administration of 0.5% EGCG to spontaneously hypertensive rats decreased the incidence of stroke and prolonged the rats’ life span without affecting blood pressure (Uchida et al., 1995). The protective potency of EGCG on memory function following transient global ischemia induced by the bilateral ligation of the common carotid arteries is, however, weaker than that of two other tea polyphenols, (−)-epicatechin and (+)-catechin (Matsuoka et al., 1995).

MECHANISMS OF TEA-INDUCED PROTECTION AGAINST ISCHEMIA

Epidemiological studies suggest that the consumption of tea polyphenols (also called flavonoids) may be associated with reduced risk of coronary heart disease, stroke, and cancer-related deaths (Weisburger et al., 1997; Mukhtar and Ahmad, 2000). Tea polyphenols are rapidly absorbed into the circulation following oral ingestion and are found predominantly after a single administration in the plasma, colon and small intestine, liver, lungs, pancreas, mammary glands, and skin, also in brain, kidneys, and reproductive organs (Nagakawa and Miyazawa, 1997; Suganuma et al., 1998). Moreover, a second administration of the polyphenol EGCG enhances tissue levels in blood, brain, liver, pancreas, bladder, and bones four to six times above those observed after a single administration (Suganuma et al., 1998). These results suggest that frequent consumption of green tea enables the body to maintain a high organic level of tea polyphenols, and these experimental data are in accordance with the report that the antioxidant potential is increased in humans by the consumption of green and black teas (Langley-Evans, 2000; Sung et al., 2000). The antioxidant potential of tea measured in vitro compares to that of beverages from fruits or vegetables. From calculations of the antioxidant levels of green tea, it appears that a consumption of 150 ml of tea could make a
significant contribution to the total daily antioxidant capacity intake (Prior and Cao, 1999). In humans, the antioxidant capacity of plasma is significantly and progressively increased after taking green or black tea in amounts of 300 and 450 ml (Langley-Evans, 2000; Sung et al., 2000). However, the antioxidant potential of black tea appears to be totally negated by the simultaneous consumption of milk in tea (Langley-Evans, 2000). The protective role of different green tea extracts against oxidative damage relates to their polyphenol composition, directly to their amounts of EGCG and (-)-epigallocatechin (Toschi et al., 2000). Tea polyphenols inhibit the liver enzyme xanthine oxidase, which produces reactive oxygen species, and thus act at a quite early level in the oxidative cascade by inhibiting production rather than only by neutralizing already-formed reactive oxygen species (Aucamp et al., 1997; Kondo et al., 1999).

Reactive oxygen species are largely involved in the pathogenesis of ischemia/reperfusion brain injury. These reactive oxygen species lead to oxidative damage to lipids and DNA. Oxygen radicals, eicosanoids (i.e., prostaglandins and leukotrienes) that result from the metabolism of arachidonic acid by lipooxygenase and cyclooxygenase, thromboxane A₂, and malondialdehyde are considered as mediators of ischemia/reperfusion-induced brain injury by altering membrane permeability, inducing brain edema, and ultimately leading to neuronal death (Matsuo et al., 1996; Islekel et al., 1999). A chronic treatment with green tea before experimental global or focal ischemia has been shown to reduce ischemia/reperfusion-induced elevation of reactive oxygen species such as the hydrogen peroxide level; this confirms that green tea can act in ischemia either by preventing or scavenging oxygen-free radicals, as shown in other in vivo or in vitro systems (Lee et al., 1995; Hiraoka et al., 1996; Wei et al., 1999). This effect may reflect the green tea extract-induced increase in the level of the antioxidant enzyme catalase in liver (Khan et al., 1992; Lee et al., 1995). Thromboxane A₂ and platelet-activating factor (PAF) are the mediators of neutrophil activation during cerebral ischemia/reperfusion (Matsuo et al., 1996) that leads to an additional deleterious generation of oxygen radicals during ischemia/reperfusion injury (Matsuo et al., 1995). Green tea polyphenols exhibit antiplatelet activity, which results in antithrombotic activities that may add to the neuroprotective properties of green tea polyphenols (Kang et al., 1999, 2001).

Likewise, the production of eicosanoids (leukotriene C₄ and prostaglandin E₂), thromboxane A₂, lipid peroxidation products (malonaldehyde and 4-hydroxynonenal), and 8-hydroxydeoxyguanosine, a form of oxidative DNA damage is largely increased after ischemia/reperfusion (Hong et al., 2000, 2001). Chronic exposure to green tea prior to the ischemic insult or the acute administration of the green tea polyphenol EGCG reduces the production of the damaging compounds cited above (Lee et al., 2000). The mechanisms underlying these effects are unknown. Green tea extracts reduce the activities of the enzymes phospholipase A₂ and cyclooxygenase in rat platelets that lead to the enhanced synthesis of eicosanoids (Yang et al., 1999). Alternately, green tea could also increase the degradation pathway of eicosanoids (Hong et al., 2000). The green tea-mediated protection against damage to lipids and DNA leads to an attenuation of ischemia/reperfusion-induced brain apoptosis and cell death (Matsuoka et al., 1995; Lee et al., 2000; Hong et al., 2001).Similar protective effects of green tea extracts or polyphenols were observed in other models of oxidative stress-induced neuronal cell death, such as in vitro models of Parkinson’s disease (Levites et al., 2001, 2002b; Nie et al., 2002). The neuroprotective mechanisms of tea polyphenols against oxidative stress-induced cell death include the stimulation of protein kinase C and modulation of cell survival/cell cycle genes (Levites et al., 2002a).

Another factor involved in ischemia/reperfusion-induced cell damage is the production of nitric oxide (NO). Brain ischemia leads to a rise in NO/NO₂ concentrations mainly produced by inducible nitric oxide synthase (iNOS), which forms large amounts of NO in macrophages several hours after an insult. These high concentrations of NO produce large amounts of reactive oxygen species that have been shown to cause deamination of DNA deoxynucleotides and bases. The large energy depletion leading to energy failure that is caused by the activation of the enzyme poly(ADP-ribose) polymerase that repairs strand breakage in DNA appears as a major factor involved in ischemia/reperfusion-induced cell death (Eliasson et al., 1997; Szabo and Dawson, 1998). EGCG
from green tea has been shown to serve as an iNOS inhibitor (Chan et al., 1997). EGCG is able to block the early events mediated by iNOS activation by inhibiting the binding of the transcription factor, nuclear factor-kappa B, to the iNOS promoter, thereby inhibiting iNOS transcription (Lin and Lin, 1997). EGCG is also able to directly act as an antioxidant and scavenge reactive oxygen radicals produced by ischemia/reperfusion (Lin and Lin, 1997; Nagai et al., 2002).

CONCLUSION AND FUTURE DIRECTIONS

At this point, only a few experimental studies have concentrated on the potential neuroprotective effects of green tea extracts on neuronal damage induced by global or focal ischemia/reperfusion. As reported, the studies have all been focused on the antioxidant properties of green tea polyphenols, mainly EGCG. By contrast, studies of the neuroprotective effects of coffee in global or focal ischemia/reperfusion-induced damage are fully devoted to the caffeine contained in coffee (for details see Chapter 11 in this book), although coffee also contains polyphenols and antioxidant compounds such as caffeic acid (for more details, see Chapter 13 in this book). This would in fact be particularly relevant, since the total antioxidant capacity of coffee appears to be higher than that of tea (Natella et al., 2002). Thus, further studies should examine the potential cumulative neuroprotective effect of polyphenols and caffeine contained in coffee and tea against injuries such as ischemia/reperfusion.

It will also be important to assess whether the amounts of green tea extracts or EGCG given in experimental studies are really representative of the human situation. A recent phase I clinical trial was initiated after allowance from the U.S. Food and Drug Administration in order to examine the safety and efficacy of consuming the equivalent of at least 10 cups (2.4 l) of green tea per day in cancer patients. The results are not known at this point (Mukhtar and Ahmad, 2000). This type of study should be extended to stroke and other neurodegenerative diseases such as Parkinson’s disease, for which the consumption of tea has recently been reported to be preventive (Ascherio et al., 2001; Checkoway et al., 2002).
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ABSTRACT

A parsimonious explanation is that the attractiveness of chocolate reflects its taste and mouth-feel, leading to endorphin release. There is no convincing evidence that there are substances in chocolate that act directly on the brain in a pharmacological manner.

Chocolate is by far the most common food item that people report that they crave. Those who crave chocolate tend to do so when they are emotionally distressed, although a separate dimension, whether one feels guilt, is also important. There are two major explanations of chocolate craving. First, it is said to result from a pleasant taste. Alternatively, it has been suggested to reflect physiological mechanisms, including increased serotonin production; the release of endorphins; the actions of methylxanthines, phenylethylamine, and anandamides; and the supply of magnesium.

A meal containing almost exclusively carbohydrates will increase the level of tryptophan in the blood that, when taken into the brain, will increase the synthesis of serotonin. The phenomenon is, however, a laboratory artifact; most foods, for example chocolate, contain sufficient protein to ensure that the mechanism is not stimulated. Chocolate contains the methylxanthines theobromine and caffeine; however, the levels are so small that it is unlikely that they influence mood. Similarly, the levels of phenylethylamine and anandamides are too low to have a psychopharmacological action.

The administration of the pharmacological constituents of chocolate, together with white chocolate, is unable to satisfy chocolate craving. It seems, therefore, that the major factor that
underlies chocolate craving is the hedonic experience. The attraction of chocolate lies in its taste. The combination of sweetness and fat approaches the ideal hedonic combination.

Food cravings are common, although highly selective. A Canadian survey reported that 68% of men and 97% of women experienced powerful food cravings where 85% said that they often gave in to them (Weingarten and Elston, 1991). Food cravings are selective; chocolate was by far the most commonly and intensely craved food. Chocolate is a special food; for many it has a uniquely attractive taste. It has a cultural importance and is used frequently as a gift on special occasions or to say “thank you” or to apologize. Such is its attraction that sections of the population will admit to craving chocolate. Some will even describe themselves as “chocoholics,” although from a scientific perspective the analogy with addiction may not be justified. This chapter explores the origin of the popularity of chocolate. Two types of explanation are considered: (1) that chocolate contains “druglike” substances that influence the brain’s chemistry and (2) that psychological mechanisms are predominantly important; that is, the attractive taste is a major reason for the eating of chocolate and/or it reflects an attempt to improve mood.

**CHOCOLATE CRAVING**

In the limited literature dealing with food craving, the term has tended to rely on the lay definition: it is a strong desire or urge for a particular food. Arguably, research has been inhibited by the way that cravings have been conceived and measured. In the majority of cases subjects have been asked simply to rate their desire to eat a particular food. A single-item scale is unreliable and it involves an implicit assumption that craving can be explained using a single dimension. To answer these concerns, Benton et al. (1998) asked 330 people to respond to 80 statements concerning chocolate and statistically established the underlying dimensions.

**Craving**

The first dimension was labeled craving. Those high on this dimension had a considerable preoccupation with chocolate and even acted compulsively. The questions that defined this first dimension fell into two groups. First, chocolate was a source of some distraction. It was said to be “overpowering,” it “preyed on the mind,” and respondents were unable to “take it or leave it.” Liking the taste and mouth-feel of chocolate was associated with scoring heavily on this factor, but this first dimension was also associated with a second type of question. Those who craved chocolate displayed a weakness for chocolate when under emotional stress. It was eaten “when I am bored,” “to cheer me up,” “when I am upset,” and “when I am down.” Thus, a link between negative mood and an intense desire to consume chocolate was described statistically; there was evidence of “comfort” or “emotional” eating.

An unusual aspect of the study by Benton et al. (1998) was that the relationship between negative mood and chocolate craving was found in a sample chosen to be representative of the general population, rather than in those with a history of psychiatric complaints. Previously, groups of patients had been reported to “self-medicate” with chocolate, for example, those with hysteroid dysphoria (Schuman et al., 1987), that is, depression associated with feeling rejected, or those who were anxious or had a dysphoric mood (Hill et al., 1991). Thus, there is consistent evidence that chocolate craving is associated with depression and other disturbances of mood.

There is only one study that has experimentally manipulated mood while monitoring the intake of chocolate. Willner et al. (1998) rewarded subjects by giving them chocolate buttons when they pressed the space bar on a computer. The number of presses required to earn a chocolate button increased after each reinforcement according to a fixed ratio, 2, 4, 8, 16, 32, or 64 presses, and so on. The measure was the number of presses made to obtain chocolate, which reflected the motivation to obtain chocolate. Those with a higher craving score were prepared to press the space bar more
often to receive chocolate buttons. When mild depression was induced, by playing miserable rather than happy music, the space bar was pressed more often to receive additional chocolate.

**Guilt**

The second dimension found by Benton et al. (1998) was labeled guilt. Again, it included two types of questions. First, there were comments associating chocolate with negative emotions; respondents felt “unattractive,” “sick,” “guilty,” “depressed,” or “unhealthy” after eating chocolate, and they often wished they had not done so. The second type of question that weighted on the guilt dimension related to weight and body image. Those who felt guilty often dieted and looked at the caloric value of a chocolate snack. If they ate less chocolate, they thought that they would have a better figure.

Although those sampled were not chosen for having eating disorders, those with high guilt scores were more likely to say that they forced themselves to be sick after eating chocolate. High craving scores were not related to this question. However, both high craving and high guilt scores were associated with the comment that they did not eat chocolate for several days and then ate a large amount at one time. Similarly, both dimensions were associated with saying that they continued eating chocolate when they did not really want it. When four groups were distinguished to reflect the four combinations of high and low levels of craving and guilt, it was the craving dimension that greatly influenced the weekly intake of chocolate. Guilt had a nonsignificant influence.

A third factor that accounted for less of the variance reflected a pragmatic approach to chocolate. It was eaten when it served a useful purpose: “to keep my energy levels up when doing physical exercise,” “in the winter when it is colder,” “only when I am hungry,” and “as a reward when everything is going well.” Unlike the guilt and craving factors, this third factor was not associated with mood.

The finding of orthogonal guilt and craving factors has added to our understanding of the reaction to chocolate. Because they are independent factors, high chocolate cravings are not necessarily associated with guilt. There was no reason to believe that any of the Benton et al. (1998) sample suffered with an eating disorder, so it was surprising that there was a small but significant tendency to report behaviors that may reflect a predisposition to eating disorders. A high guilt score was associated with a tendency to report that one was likely to make oneself vomit, to eat large amounts in one sitting, and to continue eating chocolate when it was not really wanted.

Those who craved chocolate tended to do so in response to low mood and scored highly on the external-eating dimension of the Dutch Eating Questionnaire. Those who experienced guilt when eating chocolate had low self-esteem and body dissatisfaction and were restrained eaters (Benton, 2001). There is a need to distinguish these two reactions. The association between the eating of highly palatable chocolate and low mood was distinct from the experience of guilt after its consumption. Such an observation demands a consideration of the impact of palatable foods in individuals distinguished in terms of the tendency to display craving/external eating and at the same time distinguished in terms of guilt/restrained eating. Virtually all the research in this area has treated mood as a single dimension. For example, the failure to distinguish these two emotional dimensions may well have been the cause of confusion. The failure to find that eating improved the mood of restrained eaters (Polivy et al., 1994) is likely, in part at least, to reflect the guilt felt by this group. The possibility should be considered that it is those not prone to guilt after eating attractive foods who respond to a palatable food with improved mood.

There is an assumption in those suffering with eating disorders that food cravings result from, or at least accompany, dieting or restrained eating (Wardle, 1987). Mitchell et al. (1985) found that 70% of bulimic women attributed the onset of binging to food cravings, most commonly for sweet items. It may be that a factor other than craving should be considered. Benton et al. (1998) found that a tendency to binge and vomit was associated more with the guilt rather than the craving factor.
A prediction that should be considered is that a predisposition to eating disorders is associated with the experience of both high cravings and high guilt (Benton, 1999).

**CHOCOLATE CRAVING THROUGHOUT THE MENSTRUAL CYCLE**

It has been commonly suggested that chocolate craving increases in the premenstrual stage. For example, a survey found that 61% of women reported an increased desire for sweet foods at the premenstrual stage (Vlitos and Davies, 1996). The consistency of this type of finding has led to the view that food craving is a symptom of the premenstrual syndrome.

There is a considerable body of evidence that energy intake increases during the luteal phase of the cycle. Vlitos and Davies (1996), when they reviewed the topic, listed 13 studies that reported this finding. The increase in energy intake between the first and second half of the cycle ranged from 87 to 674 kcal a day, that is, a 4 to 35% rise from the follicular phase. Over the menstrual cycle, in both animals and humans, there is also substantial evidence for changes in the basal metabolic rate (Buffenstein et al., 1995). For example, Webb (1986) found that 80% of women showed a rise of between 8 and 16% in basal metabolic rate between the follicular and luteal phases of the cycle. Thus, the premenstrual appetite for sweet food items, energy intake, and metabolic rate increase in parallel.

A related question is whether the anecdotal reports that there is an increased craving for sugary items results in changes in the pattern of macronutrient consumption. When Vlitos and Davies (1996) reviewed the topic they could find no clear evidence that the intake of carbohydrate increased during the premenstrual stage. If there is no general increase in carbohydrate intake, is there a specific increase in the craving for sweet foods? The intake of sucrose has been reported to be higher in the luteal phase (Gong et al., 1989). Also, the intake of dietary fiber was lower towards the end of the cycle, reflecting at menstruation an increased preference for chocolate foods, rather than similar nonchocolate alternatives (Tomelleri and Grunewald, 1987). Fong and Kretsch (1993) found that carbohydrate intake was higher when bleeding, rather than at ovulation, to a large extent a reflection of increased chocolate consumption. Thus, there is little evidence that carbohydrate as such is craved at the premenstrual stage, although there is an increased preference for pleasant-tasting, high-fat/high-carbohydrate foods.

It is possible that the common view that carbohydrate craving is associated with the premenstrual stage reflects a generally increased appetite, rather than a specific increase in carbohydrate intake. There is, however, some evidence that the premenstrual and menstrual periods are associated with a higher sugar intake. In particular, the consumption of chocolate increases, although not exclusively.

A possibility that has not been systematically considered is that the attraction of chocolate in the premenstrual stage reflects an attempt to increase the intake of magnesium. The levels of both plasma (Posaci et al., 1994) and erythrocyte magnesium (Sherwood et al., 1986) are lower in those suffering with the premenstrual syndrome. In a double-blind trial, Fachinetti et al. (1991) studied the impact of magnesium supplementation in women with premenstrual problems. Magnesium decreased the symptoms, but only in the second menstrual cycle.

Given the high levels of magnesium that are found in chocolate, there have been suggestions that the craving for chocolate is an attempt to self-medicate. The explanation is not convincing. There are only 26 mg of magnesium in a 50-g bar of milk chocolate and 50 mg in plain chocolate. Those who responded to the supplementation of magnesium took 360 mg of magnesium, three times a day, for the second half of the menstrual cycle. It is improbable that many would on a daily basis consume the amount of chocolate required to increase magnesium intake to a sufficient extent. The much smaller amount of magnesium offered by chocolate, and the time scale involved, makes it impossible that the eating of chocolate in the premenstrual phase is an attempt to increase the intake of magnesium.

In summary the picture that has emerged is that chocolate is by far the most common food item that is craved, particularly in females. Although there is considerable evidence that chocolate...
craving and poor mood are related, the origin of this relationship is unclear. Potentially, the mood-enhancing properties of chocolate could reflect either psychological or biological mechanisms.

**BIOLOGICAL MECHANISMS UNDERLYING THE ACTION OF CHOCOLATE**

Initially, a series of potential biological mechanisms will be considered. The suggestion has been made repeatedly that chocolate contains “druglike” substances that act on the central nervous system, adding to the attractiveness of chocolate.

**Phenylethylamine**

A 50-g bar of chocolate, at the most, contains about one third of 1 mg of phenylethylamine. Phenylethylamine occurs naturally in low concentrations in the brain, where it has distinct binding sites, although it acts as a neuromodulator rather than as a neurotransmitter. It is present in low concentrations (< 10 ng/g) and has a rapid turnover (half-life of 5 to 10 min). It is similar to amphetamine in that when injected into the brain of animals it causes stereotyped behavior. Although phenylethylamine does not bind directly to dopamine sites, its effects can be blocked by dopamine antagonists. Phenylethylamine is therefore assumed to release dopamine (Webster and Jordan, 1989). Monoamine oxidase B preferentially oxidizes phenylethylamine, although this enzyme also oxidizes dopamine.

Based on their treatment of “love-addicted” women, two New York psychoanalysts associated passionate love and chocolate because their patients produced a large amount of phenylethylamine. The production of phenylethylamine decreased when the women’s infatuation stopped (Weil, 1990). The suggestion was made that chocolate can be a substitute for love.

Given the role played in the neuromodulation of dopamine by phenylethylamine, it was obvious to suggest that it may be responsible for the attraction of chocolate. In humans, addiction to drugs of abuse involves brain dopamine (see Chapter 9 of this book).

As with all drugs of abuse, phenylethylamine will increase the rate of lever pressing to receive stimulation of “reward centers” in the brain (Greenshaw, 1984). It is a plausible suggestion that if chocolate supplies sufficient phenylethylamine, then addiction would occur. The question is whether the level of the compound in chocolate is sufficient to cause addiction and thus account for craving.

Although the level of phenylethylamine in chocolate is higher than in most foods (Hirst et al., 1982), some cheeses and sausage contain higher levels, yet they are rarely craved. The behavior of rats trained to press a lever to obtain a pleasurable electrical stimulation of the hypothalamus was influenced by doses of 25 and 50 mg/kg of phenylethylamine (Greenshaw et al., 1985). Goudie and Buckland (1982) reported that 20 to 60 mg/kg influenced food-rewarded behavior. If the doses of phenylethylamine are effective in humans at the same dose as in rats, humans would need to consume 2 or 3 g. Consistent with this suggestion, a dose of 2 to 6 g/d was reported to enhance the mood of depressed patients (Sabelli and Javaid, 1995). At one third of 1 mg per bar of chocolate, the most extensive chocolate binge could not offer anything approaching the effective dose. In fact, the rapid rate at which phenylethylamine is broken down by monoamine oxidase makes it largely ineffective in animals, unless they are treated with a drug that inhibits this enzyme. In conclusion, although phenylethylamine can influence mood, the levels in chocolate are far too low to influence central nervous system activity.

**Methylxanthines**

Another suggestion is that the methylxanthines in chocolate have a psychotrophic action. Although the stimulant action of caffeine (1,3,7-trimethylxanthine) is well established, theobromine (3,7-dimethylxanthine) has been considered rarely. The levels differ from chocolate bar to chocolate.
bar; however, Shively and Tarka (1984) calculated that milk chocolate products average about 2 mg/g of theobromine and 0.2 mg/g of caffeine (about 88 mg of theobromine and 9 mg of caffeine per 44-g bar).

Are these small levels of caffeine high enough to influence neural functioning? Brewed coffee has 85 mg of caffeine/150 ml, whereas tea offers 50 mg/150 ml, yet neither of these drinks is commonly craved. With theobromine there is the additional problem that there is considerable doubt as to whether it influences psychological functioning at all.

**Caffeine**

The conclusion that caffeine influences cognitive functioning is to a large extent based on doses of at least 200 mg, at which level there is clear evidence of stimulant activity. There is, for example, consistent evidence that 200 mg of caffeine improves reaction times, although the findings with lower doses are less consistent (Lieberman, 1992). The data with lower doses are more limited, although 32 mg of caffeine has been reported to improve reaction times (Lieberman et al., 1987). However, Kuznicki and Turner (1986) were unable to find a significant finding with 20 mg. A typical chocolate bar would offer less than half the latter dose. Doses over 100 mg similarly improve the ability to sustain attention, a finding also reported with a dose as low as 32 mg (Lieberman et al., 1987).

Mood is the most commonly examined psychological parameter when studying the influence of caffeine. One hundred milligrams of caffeine increases measures of alertness and vigor and decreases boredom and fatigue (Fagan et al., 1988). However, there have been very few studies of low doses. Lieberman et al. (1987) found that 64 mg increased feelings of alertness and vigor. The finding that low doses of caffeine improved mood is supported by the reports that low doses of caffeine are reinforcing. When, under double-blind conditions, subjects were given the choice of two coffees, one without caffeine and the other with varying doses, there was evidence that some individuals choose a dose of 25 mg but were unable to distinguish 12.5 mg from a placebo (Oliveto et al., 1991). Again, this finding needs to be put into the context of the dose likely to be consumed in chocolate. It is unlikely that the eating of a typical chocolate bar would offer a dose of caffeine sufficient to influence functioning.

Most reliable psychological responses to caffeine have been observed with doses in excess of 100 mg. Where lower doses have been found to be active, in no case has this been 9 mg or less. A chocolate product offering caffeine towards the top of the dose range (31 mg) could influence some psychological measures in a weak manner. Similarly, a binge could offer a pharmacologically active dose. It is, however, not possible for such mechanisms to account for the widespread reporting of craving throughout the population.

**Theobromine**

The behavioral response to theobromine is less than that to caffeine, to the extent that, based on animal studies, some have concluded that it is inert (Snyder et al., 1981). However, others have reported a modest impact on animal behavior (Katims et al., 1983), although reviews have concluded that theobromine has no behavioral influence in humans (Stavric, 1988).

Among the most sensitive methods for establishing subtle drug effects are studies of drug discrimination. In rats able to discriminate 32 mg/kg caffeine from saline, up to 75 mg/kg of theobromine did not create a caffeine-like response (Carney et al., 1985). In conclusion, there is no basis to suggest that theobromine accounts for craving.

**Carbohydrate Intake and Serotonin Synthesis**

Another suggested mechanism is that the high level of carbohydrate in chocolate increases the level of brain serotonin. Increased serotonergic activity changes aggressiveness, mood, and pain sensi-
tivity. There are, however, serious problems with the view that the high carbohydrate content of chocolate leads to enhanced serotonin synthesis (Benton, 2002).

Wurtman and Wurtman (1989) suggested that a meal high in carbohydrate increases in the blood the ratio of tryptophan to “large neutral amino acids” (tyrosine, phenylalanine, leucine, isoleucine, and valine). Based on the study of rats a sequence of events was proposed. After a meal an increase of blood glucose causes the release of insulin from the pancreas. In turn, insulin stimulates the uptake of most amino acids, but not tryptophan, by peripheral tissues such as muscle. Tryptophan binds to blood albumin, an action increased by insulin. Therefore, after a meal that is almost totally carbohydrate, the ratio of tryptophan to the other amino acids in the blood increases. Tryptophan and the other large neutral amino acids compete with each other for a transporter molecule that allows entry into the brain. Thus, when the ratio of tryptophan to other large amino acids increases, relatively more tryptophan is transported into the brain. In the brain, tryptophan is metabolized into the neurotransmitter serotonin. It was therefore proposed that a high-carbohydrate meal increased the level of tryptophan in the blood that, when transported into the brain, increased the synthesis of serotonin (Wurtman et al., 1981).

Benton and Donohoe (1999) summarized the results of 30 human studies that had looked at the influence of meals that differed in the percentage of calories that came from protein rather than carbohydrate. There was clear support for the theory of Wurtman in that the ratio of carbohydrate to protein in a meal influenced the ratio between tryptophan and long-chain neutral amino acids. Their data did not, however, give support for other than the first step of the theory.

When protein offered less than 2% of the calories, the level of tryptophan rather than that of other long-chain neutral amino acids was greater. However, as little as 5% of the calories in the form of protein ensured that the level of tryptophan was not increased. These data cause serious problems for the hypothesis that a high-carbohydrate meal increases the synthesis of brain serotonin. It is difficult to find meals that contain so little protein that the uptake of tryptophan by the brain will increase. In potatoes, 10% of the calories come in the form of protein, in bread 15%, and in milk chocolate 13%. With these foods that are often described as high in carbohydrate no increase in the availability of tryptophan occurs.

The time scale of the reaction causes additional problems for the theory. The response to mood after eating chocolate takes place in a few minutes, rather than after the hour or longer it takes to release amino acids into the blood. Much of the digestion of protein takes place in the intestine, so the release of amino acids into the blood is not immediate.

Wurtman and Wurtman (1989) proposed that a large carbohydrate intake reflected an attempt at self-medication; they believed that carbohydrate intake enhanced serotonin synthesis. They hypothesized that a subset of obese patients, whose weight problems were associated with depression and uncontrolled carbohydrate intake, consumed carbohydrate for its psychopharmacological effects. For example, they reported that when those suffering with carbohydrate-craving obesity were offered snacks, they consumed almost entirely high-carbohydrate foods (Wurtman and Wurtman, 1989). When asked why they snacked, the response was more likely to be that it made them calm or clear-headed rather than that they were hungry. Those who were carbohydrate cravers felt less depressed and more alert. Those who did not crave carbohydrate felt sleepy and fatigued. Benton (2002), however, noted that the snacks consumed contained a level of protein high enough to make it unreasonable to suggest that the level of blood tryptophan, the precursor of serotonin, would have increased.

Even the existence of “carbohydrate-craving” patients has been questioned. Toornvliet et al. (1997) gave three types of snack to “carbohydrate-craving” and “non-carbohydrate-craving” obese patients and found that although the tryptophan:large neutral amino acid ratio increased significantly after high-carbohydrate meals, mood was similar irrespective of the composition of the snack. This Dutch study found that the ingestion of a carbohydrate-rich snack did not improve mood. They concluded that “from a therapeutic point of view it was useless to maintain the concept of carbohydrate craving … the existence of carbohydrate craving patients has never been established ….”
Those suffering with seasonal affective disorder (SAD) typically eat more in the winter and put on weight. From the Wurtmans' perspective, this is an attempt to decrease depressive symptoms by eating carbohydrate-rich foods. It has been reported that the eating of a carbohydrate-rich/protein-poor meal was associated with improved mood in those suffering with SAD (Rosenthal et al., 1989). Because the meal contained very little protein, it significantly increased the level of tryptophan in the blood. However, the unusual nature of the meal means that the findings cannot be generalized to any normal meal. It would be instructive to offer those suffering with SAD snacks that were equally palatable but differing in their carbohydrate content. It is possible that there would be a differential response to foods depending on palatability rather than carbohydrate content. Is it important that palatability is often associated with sweetness? These alternative hypotheses would also predict an increased intake of carbohydrate by those suffering with SAD, but not exclusively carbohydrate.

In summary, there is no reason to suggest that the attraction of chocolate results from an increased availability of tryptophan in the blood. Rather than being attracted to foods high in carbohydrate, it may be that patients with a poor mood are attracted to palatable foods that are high in both fat and carbohydrate.

**ENDOPHINS**

The endorphins are a family of peptides that act in the brain at the same site as morphine, and there is increasing evidence that the response to high-fat/sweet foods is endorphin-mediated. In rats the consumption of chocolate has been associated with an increased release of beta-endorphin (Dum et al., 1983). The number of beta-endorphin-occupying receptors in the rat hypothalamus has been reported to increase when chocolate milk and candy were eaten (Dum et al., 1983). In animals, the preference for and intake of sweet solutions was increased by an opiate agonist and decreased by an opiate antagonist such as naloxone or naltrexone (Reid, 1985). The palatability of food is important; naloxone in the rat decreased the consumption of chocolate-chip cookies more than the intake of standard rat food (Giraudo et al., 1993). Thus, there is increasing evidence that in rodents endogenous opiates regulate food intake by modulating the extent to which pleasure is induced by palatable foods.

Similarly, in humans both spontaneous eating (Davis et al., 1983) and the consumption of glucose (Getto et al., 1984) have been associated with an increased release of beta-endorphin. Opioid antagonists have been found to decrease feelings of hunger, thinking about food (Wolkowitz et al., 1988), and food intake (Trenchard and Silverstone, 1982). Naltrexone reduced the preference for sucrose (Fantino et al., 1986).

Mandenoff et al. (1982) proposed that when a monotonous diet was eaten in a predictable environment the endogenous opiate system is not necessary for the control of eating. However, when stressed, fasting, or after the consumption of highly palatable foods, the opioid mechanisms play a role. In the rat a stressor, such as pinching the tail, will induce a naloxone-reversible (opioid antagonist) increase in eating (Koch and Bodnar, 1993). Mandenoff et al. (1982) suggested that if a stress-induced release of endorphin is not enough to protect the animal, it was adaptive to eat and in that manner increase the levels of blood glucose levels. In this way further endorphin release can be stimulated. There are parallels between the stress-induced increase in rodents’ eating and the stressed human who snacks on palatable foods. As was discussed initially, many a negative mood induces chocolate craving (Benton, 1999). The suggestion that opiate mechanisms modulate the pleasure associated with palatable food was made when the impact of nalmefene, a long-lasting opioid antagonist, was considered (Yeomans et al., 1990). Treatment with nalmefene decreased caloric intake by 22%, without altering the subjective ratings of hunger; the intake of fat and protein, but not of carbohydrate, decreased. Nalmefene selectively influenced the intake of palatable foods, for example, high-fat cheese such as brie. The choice was between savory food items; chocolate and sweet foods were not an offer.
Drewnowski et al. (1992) similarly reported that the opioid antagonist naloxone selectively decreased the intake of palatable high-fat/high-sugar foods.

Because bingeing is typically associated with food cravings, Drewnowski et al. (1995) examined the hypothesis that the influence of opiate antagonists on taste preferences and food consumption would be greater in those with bulimia nervosa. Naloxone significantly reduced total energy intake, but most markedly the intake of high-sugar/high-fat foods, including chocolate, declined.

In summary, there are increasing data suggesting that the intake of highly palatable foods and the pleasure associated with eating such foods is modulated via opioid mechanisms. A major theory is that the eating of palatable foods, such as chocolate, is associated with the release of endorphins.

**OTHER POSSIBLE BIOLOGICAL MECHANISMS**

Chocolate is chemically complex, containing many potentially pharmacologically active compounds, albeit in low concentrations. For example, it contains histamine, tryptophan, serotonin, and octopamine but these are found in higher levels in other food items without the appeal of chocolate, so it is improbable that they play a role in the attractiveness of chocolate.

Chocolate is a good source of iron: a 50-g bar of plain chocolate offers 1.2 mg of iron and milk chocolate 0.8 mg. These figures should be compared with the U.S. Recommended Daily Amount of 15 mg/d for an adult female and 10 mg/d for an adult male. Fordy and Benton (1994) found in young British adults that 52% of females and 11% of males had levels of ferritin, the storage protein for iron, below the recommended level. Both in industrialized and developing countries, any source of iron is likely to be valuable, given widespread iron-deficient anemia. There is, however, no reason to believe that in the short-term an enhanced intake of iron will improve your mood. The replacement of red blood cells takes many months. However, iron-deficiency anemia is associated with feelings of lethargy and lowered mood, and over time chocolate as an iron-containing food could offer a useful source of the mineral.

Anandamide is a brain lipid that binds to cannabinoid receptors similarly to the active ingredients of cannabis (DiMarzo et al., 1994). Because anandamide is released from neurons, it may act as an endogenous cannabinoid neurotransmitter or, alternatively, as a neuromodulator. It is interesting that anandamide has been found as a constituent of chocolate (DiTomaso et al., 1996), leading to speculation that the endogenous cannabinoid system may be responsible for the subjective feelings associated with eating chocolate and with chocolate craving. These findings must be treated as very preliminary because they are based on in vitro studies. It remains to be shown that the anandamide in chocolate is present in high enough levels to be active in vivo. It also remains to be shown that it can survive digestion and absorption, and that it crosses the blood-brain barrier in sufficient amounts to influence the activity of brain areas with cannabinoid receptors. It is highly improbable that chocolate consumed in normal amounts will be able to supply sufficient anandamide to influence neuronal activity.

**A PHYSIOLOGICAL OR PSYCHOLOGICAL REACTION?**

The above review considers the possible impact of some of the constituents of chocolate and argues that they are unlikely to be present in sufficiently high amounts to generate a physiological effect. Totally convincing evidence, however, only comes from studies of the active ingredients at a level that would be typically consumed. There is only one study that has attempted to compare the relative contributions of the psychological and physiological mechanisms that underlie chocolate craving.

Cocoa butter is the fat that, when removed from chocolate liquor, leaves cocoa powder. The known pharmacological ingredients are all in the cocoa powder. Therefore, if one eats white chocolate, made from the cocoa butter, one has the fat and sugar intake of chocolate but not the pharmacological constituents. If one consumes cocoa powder, one takes the pharmacological
ingredients but not the fat and sugar. Michener and Rozin (1994) studied subjects who reported cravings for chocolate and assessed the ability of the various constituents of chocolate to satisfy these cravings.

If it is the sensory experience that is important, then chocolate itself, and to a lesser extent white chocolate, should be satisfying. If it is the increase in blood glucose that is important, then brown and white chocolate should help cravings. If the pharmacological ingredients are important, then both cocoa powder and chocolate should satisfy cravings. Only chocolate itself, and to a lesser extent white chocolate, had the ability to satisfy chocolate craving. Capsules containing the possible pharmacological ingredients had an effect similar to taking nothing. The adding of cocoa capsules to white chocolate did not increase the less than optimal effect of white chocolate. The obvious conclusion was that it was the sensory experience associated with eating chocolate, rather than pharmacological constituents, that was important.

**DISCUSSION**

There is little, if any, evidence that chocolate craving reflects a druglike biological response to a constituent of chocolate. The conclusion is that rather than a biological mechanism, the attraction of chocolate reflects its taste and various psychological reactions.

Chocolate contains a range of compounds that in appropriate doses would have psychotrophic properties. These include caffeine, phenylethylamine, magnesium, and anandamide. A common reason why they are unlikely to have any significant impact is that with any likely consumption of chocolate they are certain to be provided in a dose that is inactive. For example, to consume the minimal active dose of 1 g of phenylethylamine one would need to rapidly eat 15 kg of chocolate. In addition, to prevent its breakdown by the liver the taking of a monoamine oxidase inhibitor is to be recommended. Rogers and Smit (2000) calculated that one would need to consume 25 kg of chocolate to obtain a psychoactive dose of anandamide. These calculations illustrate the impossibility that the reaction to chocolate is “druglike.”

In contrast, it seems to be particularly important that chocolate tastes good; we particularly prefer foods that are both sweet and high in fat. When the palatability of combinations of fat and sugar were compared, the optimal combination was found to be 7.6% sugar with cream containing 24.7% fat (Drewnowski and Greenwood, 1983). The fat content of chocolate is close to this ideal figure, although the sugar content of chocolate is greater. An explanation is that more sugar is needed to counteract the bitterness of chocolate. Chocolate, by chance, appears to reflect an optimal combination of sweetness and fat, giving it a uniquely attractive taste. The melting of chocolate just below body temperature, with the resulting mouth-feel, adds to the hedonic experience. The critical biological mechanism seems to be that when we eat something that tastes pleasant endorphin mechanisms are stimulated. Drewnowski (1992) suggested that the craving for foods high in fat and/or sweet carbohydrate results in activity of the endogenous opioid system. As discussed above, opioid antagonists such as naloxone influence the eating of pleasant-tasting food such as chocolate in both animals and humans.

It is believed that addiction to a range of drugs involves mechanisms in the brain that have as their normal function the control of rewarding activities such as eating or drinking (Di Chiara and North, 1992). Opioids play an important role in the initiation and maintenance of drug dependence; for example, alcohol craving is reduced after taking naltrexone (Van Ree, 1996). Interestingly, heroin (Shufman et al., 1997), alcohol (Kampov-Polevoy et al., 1997), and nicotine addictions (Kos et al., 1997) are all associated with the perception of a sweet taste as more pleasant.

There is a widespread understanding that drug craving and relapse can be triggered by environmental cues. Learning the environmental cues associated with the availability of a biological reward has an obvious evolutionary advantage. Schroeder et al. (2001) have suggested that drug abuse reflects the inappropriate recruitment of these neural learning mechanisms. In rats, they demonstrated that the environmental cues associated with both nicotine and chocolate consumption
similarly stimulated the activation of Fos, a marker for neuronal activation, in the prefrontal cortex and limbic regions of the brain. They commented that it was reasonable to predict that the environmental cues associated with chocolate would activate the mesocorticolimbic dopamine system, which would affect areas associated with reward expectancy, such as the prefrontal cortex. Tuomisto et al. (1999) used a classic conditioning paradigm to predict that chocolate acts as an unconditioned stimulus that results in greater arousal and the eating of and craving for chocolate. Those who described themselves as chocolate addicts, when faced with chocolate cues, experienced more negative affect, experienced more cravings, and ate more chocolate.

Wise (1988) suggested that addiction to drugs of abuse could reflect the stimulation of one of two mechanisms; neural systems have been described by which drugs of abuse either give pleasure or alternatively decrease distress. It is possible to see chocolate craving as a reflection of both types of neural mechanism. High chocolate craving is associated with a positive view of the physical characteristics of chocolate, such as taste and mouth-feel (Benton et al., 1998). It is known that the pleasant taste of chocolate plays a large part in making it attractive; as discussed above, other factors such as “druglike” constituents are unimportant. Drugs that are positively reinforcing tend to be craved. It is easy to suggest that the uniquely attractive combination of fattiness and sweetness, and the flavor and mouth-feel, of chocolate make it more positively reinforcing than other foods, resulting in craving. Other drugs that become craved reduce distress. The association between chocolate craving and the eating of chocolate in emotionally distressing situations (Benton et al., 1998) suggests that cravings may also reflect the neural mechanisms important in reducing distress. Thus, it is possible that the high frequency of chocolate craving reflects its ability to tap both of the types of neural mechanisms that underlie craving.

The question arises as to whether the term addiction is appropriate when considering chocolate. It is relatively easy to obtain a sample of subjects to take part in a study if you advertise in a newspaper for “chocoholics.” Large sections of the population will readily admit to craving chocolate; some will even claim to be addicted (Hetherington and MacDiarmid, 1993). Although used in the vernacular, the question that arises is whether it is scientifically appropriate to apply the term addiction to chocolate consumption.

Definitions of drug addiction emphasize compulsion, loss of control, discomfort after drug withdrawal, and a positive psychological response when it is taken. Dependence implies that the drug is needed to function within normal limits. There is no evidence that eating chocolate leads to physical dependence. With drugs of abuse tolerance typically occurs, that is, with repeated use there is a need for a higher dose to obtain the same effect. Although there is evidence that chocolate is often consumed to improve mood, this does not necessarily imply that it is addictive. It may simply be pleasant to eat. Most people eat chocolate on a regular basis without any signs of its getting out of control, without signs of tolerance or dependence.

Rogers and Smit (2000) argued that the term addiction should not be applied to chocolate; rather, they suggested that cognitive influences are particularly important. Eating can be stimulated by external cues such as the time of day and the place. In fact, neutral stimuli associated with food consumption can later stimulate eating in the absence of deprivation. The attitude to chocolate may be critical; it is not viewed as a staple food, but rather as a treat or an indulgence. Culturally we are instructed that it is something that should be eaten in moderation; however, if we inhibit the eating of something that tastes good this increases our desire to eat it. Given the perception of chocolate as nonessential, if not adverse in nutritional terms, the increased desire to eat chocolate is not labeled hunger, but rather craving. We crave because we resist consumption. The inability to resist chocolate leads to the self-explanation that it is addictive — a psychological attempt at understanding rather than an accurate description.

There are similarities between the way that Tiffany (1990) views drug craving and the craving for chocolate. He sees drugs as being craved only when their use is resisted. Drug use is largely controlled by a series of cognitive tasks that, with repeated use, become automatic and effortless when triggered by external cues. In this view, the processes that control drug intake are separate
from those that stimulate craving. There are parallels between the craving for both chocolate and drugs; both are stimulated by environmental cues.

Rogers and Smit (2000) argued that at least part of the problem is that there is a tendency to treat addiction as if it is an all-or-nothing phenomenon. The problem may be one of definition. There is no doubt that chocolate and drug consumption differ in many respects, and thus the analogy may be unhelpful. There are, however, similarities in terms of the ability to stimulate underlying biological mechanisms, albeit in a more restricted fashion and without the widespread development of adverse consequences.

REFERENCES


© 2004 by CRC Press LLC


© 2004 by CRC Press LLC
Is There a Relationship between Chocolate Consumption and Headache?

Lidia Savi

CONTENTS

Introduction
Mechanism of Action and Biochemical Aspects
Double-Blind, Placebo-Controlled Trials
Conclusions
References

INTRODUCTION

The role and the importance of dietary constituents as triggers of headache and migraine attacks is still a matter of intensive debate. According to the International Headache Society (IHS) Classification (Headache Classification Committee, 1988), a group of headaches associated with substance use or withdrawal are coded in Chapter 12. Headaches associated with the use of specific food components or food additives are included. These particular forms are sometimes described as dietary headaches. Unfortunately, it is not easy to know whether there is only a casual relationship between a particular headache and the acute use of, or exposure to, a specific substance or combination of substances. To prove it, double-blinded, placebo-controlled experiments are necessary. The first step to establish whether a substance really induces a particular type of headache is to determine whether it fulfills the diagnostic criteria proposed by the IHS for substance-induced headache: (1) headache occurs within a specified time after substance intake; (2) a certain required minimum dose should be indicated; (3) headache has occurred in at least 50% of exposures and at least three times; and (4) headache disappears when the substance is eliminated or within a specified time thereafter (Headache Classification Committee, 1988).

It is generally thought that certain foods can provoke typical migraine attacks in migraine sufferers, and this form is generally called dietary migraine (Dalessio, 1972). One of the foods most frequently reported both by patients and doctors is chocolate. Foods have been considered trigger factors of headache attacks since ancient times. Probably, the presence of nausea and vomiting during the migraine attack induced early authors to associate headache with gastric troubles due to particular foods eaten. John Fothergill (1712–1780), a physician who described his own migraine attacks, felt that dietary constituents were the most important trigger factors. He was probably the first to incriminate chocolate as a precipitant of attacks, as Pearce (1971b) notes. In 1925, Curtis-Brown proposed a protein theory of migraine, suggesting that all nitrogenous food, either animal or vegetable, contains a potential poison. He also cited chocolate, among many others foodstuffs. At the 1982 Annual Meeting of the American Association for the Study of Headache
(AASH), the relationship between foods and headache was discussed. Many different opinions emerged. Blau and Diamond (1985) decided to try to clarify this problem. Five hundred and fifty questionnaires were sent to members of the AASH as well as to British physicians with a known interest in migraine, asking their opinion about different aspects connected with foodstuffs and headache. Replies were received from 321 respondents, 74% of whom indicated that the frequency of migraine attacks induced by foods ranged from 0 to 20%. Chocolate was the most frequent migraine trigger cited, it was indicated by 72% of the AASH and 87% of U.K. respondents.

Many studies confirm that even patients believe that foods can provoke their migraine attacks, and chocolate is one of the foodstuffs they more frequently mention. Hannington et al. (1970), after examining 500 migraine patients who mentioned foods as possible trigger factors of their migraine attacks, found that chocolate was the most commonly cited constituent (75%). Dalton (1975) found chocolate responsible in 33% of cases of dietary migraine. He also noted that in women food sensitivity differed according to the stage of the menstrual cycle. At the onset of the menstrual cycle 30% were affected; 7% were affected at midcycle, and 13% were affected before menstruation began. Littlewood et al. (1982) interviewed 1310 patients referred to Princess Margaret Migraine Clinic at Charing Cross Hospital, London, and found that about one quarter thought their attacks could be induced by dietary constituents.

Peatfield et al. (1984) found that of 490 patients with migraine, 19% reported that their headaches could be precipitated by chocolate. Over 10 years later, Peatfield (1995) found that of 429 patients with migraine, 16.5% reported that their headache could be precipitated either by cheese or by chocolate, and nearly always by both, while none of the 40 patients with tension-type headache reported sensitivity to foods. He concluded that foods have mechanisms that are in some way more closely related to migraine than to tension-type headache. In a study of 112 patients under current treatment for migraine, Ciervo et al. (1996) observed that more than 70% believed that diet contributed to the occurrence of headache. Chocolate was the most frequent provocative factor cited. Studying a group of 390 subjects referred to the Headache Center of the University of Turin suffering from migraine, tension-type headache, and combined migraine and tension-type headache, it was observed that 35.8% migraine patients, 25.7% of tension-type headache patients, and 40.3% of combined migraine and tension-type headache patients ascribed the onset of their headache attacks to foods (Savi et al., 2002). Forty-four different substances were identified as headache triggers by these food-sensitive patients. Chocolate was the first after alcoholic drinks. It was indicated by 30% of migraine and 27.7% of tension-type headache patients.

The supposition that diet plays a role in triggering headache has been both supported (Hannington, 1967; Pearce, 1971a; Savi et al., 1998) and challenged (Hannington and Harper, 1968; Ryan, 1974; Medina and Diamond, 1978). Some studies on dietary restriction have reported a decrease in headache occurrence rate after participation in an elimination diet (Egger et al., 1983; Mansfield et al., 1985). In contrast, other studies have found that dietary restrictions do not significantly decrease headache occurrence rate (Kohlenberg, 1981), or that placebo ingestion is as likely to induce a headache attack as challenge food ingestion (Moffett et al., 1974). It has been suggested that subject selection plays a large role in the outcome of these studies (Littlewood et al., 1982). So, the concept of “dietary migraine” as a clinical entity is still not widely accepted.

**MECHANISM OF ACTION AND BIOCHEMICAL ASPECTS**

Vasoactive amines related to serotonin (5HT) and norepinephrine (NE) contained in the foods implicated as possible triggers for migraine are believed to play a role in inducing headache (Marcus, 1993; Moskowitz and Macfarlane, 1993), either directly by affecting blood vessels (Meyer et al., 1986; Olsen, 1990) or by causing the release of epinephrine (EP) and NE (Hannington, 1983), thus indirectly affecting blood vessels. A variety of amines have been implicated in the development of headache, most commonly tyramine (TYR), histamine (HIS), and beta-phenylethylamine (PEA).
Chocolate is especially rich in a variety of vasoactive amines, including PEA (Tarka, 1982; Craig and Nguyen, 1984), that can cross the blood-brain barrier and affect cerebral blood flow (Hannington, 1967; Glover et al., 1984). PEA is metabolized by monoamine oxidase (MAO), and headache may be related to a deficient metabolism. Sandler et al. (1974) reported reduced oxidative capacity of MAO for PEA in migraineurs and identified a headache occurrence rate of 50% in migraine headache patients exposed to PEA, compared to 6% in those receiving a placebo. Glover et al. (1977) also observed a reduction in MAO activity during migraine attacks. Unfortunately, neither dietary migraine patients nor non-dietary migraine patients showed any difference in platelet MAO activity. As noted before, only a small percentage of headache sufferers identify foods as triggers, and it is unclear why only a limited proportion of headache patients is affected. Moreover, researchers have suggested that the percentage of headache sufferers who actually “have” some foods as triggers is significantly less than the percentage of those who “identify” some foods as triggers (Hannington and Harper, 1968). For those who do identify foods as triggers, some vasoactive amine-rich foods may be identified as consistent headache triggers, whereas others are not. This suggests that if food acts as a headache trigger in some individuals, vasoactive amines may not play as strong a causative role as it was once thought. Contrary to previous views, chocolate has a low concentration of both TYR and PEA. So, PEA may not be the strongest headache trigger present in chocolate, as previously thought.

Littlewood et al. (1982) found that migraine patients who believe that dietary factors can induce their attacks have significantly lower mean platelet phenolsulphotransferase \( P \) activity than controls, and this observation was later confirmed by Soliman et al. (1987). This fact could indicate that this enzyme might play a role in diet-sensitive migraine. Chocolate is known to contain phenolic flavonoids, which are known to inhibit phenolsulphotransferase (Gibb et al., 1991). However, other pharmacologically active compounds may be found in relatively large amounts in chocolate, in particular theobromine (Tarka, 1982), a methylxanthine that is similar in chemical structure to caffeine. So, the next step will be to identify the relevant chemical agent or agents responsible for initiating a migraine attack.

It has been suggested that migraine patients susceptible to dietary provoking agents might suffer from a food allergy. However, while several workers claim to have demonstrated an abnormal allergic response to food in these patients (Monro et al., 1980; Egger et al., 1983), others have not found enough evidence to link allergy with dietary migraine (Merrett et al., 1983; Bentley et al., 1984; Nattero et al., 1994). Therefore, the fact that supersensitivity of certain migraine patients to certain foods is mediated by the immune system remains to be established.

Using the differential sugar absorption test with mannitol and lactulose, Nattero et al. (1994) found an abnormal bowel permeability in patients who recognized some foods as triggers of their migraine attacks. This alteration could modify the absorption of some foods constituents and could explain why some migraine patients are sensitive to some foods while others are not.

Another possibility is the presence of a genetic factor that predisposes the patient to food sensitivity. Peatfield et al. (1985), studying genetic tendencies in migraine, found that patients with dietary migraine were more likely to have mothers with dietary migraine compared with patients with non-dietary migraine. A double-blind, placebo-controlled study (Walton et al., 1993) showed that patients with unipolar depression, a disease related to a strong genetic predisposition, were more sensitive to aspartame side effects, including headache, than healthy controls. So, it is possible that genetic factors may predispose the patients to headache attacks induced by specific chemical constituents of ingested foods.

**DOUBLE-BLIND, PLACEBO-CONTROLLED TRIALS**

In spite of the fact that many patients, and many doctors too, believe that eating chocolate may induce migraine attacks, the results of the studies are very controversial. Up to now only three
double-blind, placebo-controlled studies have been performed to examine the possible role of chocolate in migraine.

In the first study, Moffett et al. (1974) selected a group of 25 subjects (23 females and 2 males; age range 22–62 years; mean age 49 years) suffering from migraine from 332 subjects who answered a questionnaire published in the *Journal of the British Migraine Association* requesting information about dietary precipitants of migraine. All these subjects had found that even small amounts of chocolate precipitated their migraine. Two separated double-blind, fully balanced studies were performed, using two different type of chocolate and matching placebos, one for each study, prepared by two different factories. Both placebos consisted of a synthetic fat whose physical quality approximated cocoa butter but that was made of vegetable oils not containing cocoa. Sugar, coloring, and flavoring were added to this. The texture and taste of the real chocolate were disguised by additives.

In the first of these two studies, each subject was sent two separate samples, the second 2 weeks after the first. One sample consisted of chocolate and the second of its matching placebo. The samples were of similar weight and were identically wrapped in silver foil. The subjects were only told that they would be asked to eat two different sorts of chocolate. They were asked to respond by questionnaire 48 h after eating the chocolate, indicating whether they had experienced a headache or not, and in case of a positive answer, whether it was similar to their usual migraine. They were requested to return any uneaten portions of chocolate with their questionnaire so that there could be no direct comparison between the two samples; the second sample was only sent after this had been done. There was not direct contact between subjects and investigators at any time. In the second study, 15 of the subjects who had taken part in the first study took two additional samples of chocolate. The design of this study was exactly the same as that of the first one.

In the first study, 15 headaches occurred in 50 sessions; 8 of these occurred after eating chocolate only and 5 after eating placebo only. One subject had headache after eating both chocolate and placebo, and 11 had no headache after either sample. In the second study, 10 headaches occurred in 30 sessions, 5 of these after eating chocolate only and 3 after eating placebo only; 1 subject had headache after eating both.

Of the 15 subjects who took all four samples, only 5 responded consistently in both studies, 2 responded to chocolate alone on both occasions, and 3 had no headache after any of the four samples. All the other subjects behaved differently in the two studies.

In conclusion, in these two studies 25 headaches were reported in 80 subject sessions but only 13 of these occurred after chocolate alone. Only two subjects responded to chocolate alone in both studies.

Gibb et al. (1991) carried out a double-blind, placebo-controlled trial to test the hypothesis that chocolate is able to initiate a migraine attack in some patients who believe themselves to be sensitive to it. They selected 20 patients (17 females and 3 males; age range 23 to 64 years; mean age 39.5 years) attending Princess Margaret Migraine Clinic at Charing Cross Hospital, London, on the basis of the belief that their migraine attacks could be provoked by eating chocolate. They were suffering from migraine diagnosed according to the criteria of Valquist. These patients participated in a double-blind, parallel-group study and were challenged, under supervision, with either a bar of chocolate (12 patients) or a matching placebo (8 patients) containing no cocoa products. Patients were observed for the first 3 h following the challenge and were contacted by telephone 32 h later. The two groups were roughly matched for age and sex. Chocolate and matching placebo bars were identical in appearance and coded to allow the experiment to be carried out as a double-blind study. “Chocolate” made from carob and cocoa bean is quite different in character, but this difference was successfully disguised by the addition of carob to the cocoa product as well as to the placebo, and by the use of a peppermint masking flavor. To test the quality of blindness to the taste of the chocolate and placebo, a group of 26 control subjects was asked to choose at random a sample of either and to state whether or not what they had eaten was chocolate; 13 randomly selected chocolate and 13 placebo. Among those who ate chocolate, five identified it correctly. Among those who
selected placebo, seven thought it was chocolate. The differences were not significant. In the parallel-group study, a migrainous headache developed in 5 out of 12 patients challenged with chocolate (41.6%), but none of the 8 patients who were given placebo developed a migraine attack ($p = .051$, one-tailed). The median time interval between chocolate consumption and the onset of symptoms was 22 h (range 3.5 to 27 h).

Finally, Marcus et al. (1997) carried out another double-blind, placebo-controlled provocative study to evaluate whether chocolate provokes headache in a large sample of patients with migraine, tension-type, or combined migraine and tension-type headache. Through posters placed across the main branch of the University of Pittsburgh campus, they recruited 81 women suffering from migraine, tension-type headache, or combined migraine and tension-type headache according to the IHS criteria. In order to ensure the blinded condition of the subjects, chocolate and placebo (carob) bars were identical in appearance and wrapping. Chocolate and placebo recipe formulas were also identical to the ones used in the study by Gibb et al. (1991). The only difference was in the weight of the bars (40 g for Gibb, 60 g in this case). A group of 21 adults were recruited for a double-blind taste test of the chocolate and carob products to determine whether they were able to identify which sample contained the actual chocolate product. Subjects ate both a chocolate and a carob sample on two different days; most subjects ate the samples 1 d apart. At each testing, subjects were asked to record whether they believed they were eating chocolate or not. Subjects guessed that they were eating chocolate 66.7% of the time, and a kappa statistic was not significant, demonstrating that subjects could not accurately determine what they were eating. Thus, the samples appeared to be adequate for use in subsequent trials.

Sixty-one women (age range 18 to 64 years; mean age ± SD 28.3 ± 10.7 years; 50% suffering from migraine, 37.5% from tension-type headache, and 12.5% from combined migraine and tension-type headache) completed the study. Eleven subjects (17.5%) reported that chocolate was a trigger for their headaches (seven were migraine patients, two were tension-type headache sufferers, and two were combined headache sufferers). Subjects were placed on a restricted diet adapted from Theisler (1990). This diet restricts vasoactive amine-rich foods. After completing a 2-week washout period on the diet, subjects began the series of four provocative trials with chocolate or the carob placebo. They remained on the diet for the duration of the trial period. The trials were double-blind. Subjects were randomly selected to receive any of the six possible presentation orders of the two carob trials and the two chocolate trials. Food trials were scheduled during a nonmenstrual week, with at least 3 d between each trial. At the time of the food trials, subjects were asked to make their best guess as to whether they were eating chocolate or not. A total of 260 taste questionnaires were completed. A kappa statistic was calculated comparing subjects' guesses to what they actually ate; it was not significant.

At the end of the study, 245 food trials were analyzed. The onset of a headache attack within 12 h after the ingestion of the sample was observed in 11 (17.2%) cases with chocolate and in 26 (40.6%) cases with placebo. Thirty-two women (51% of the sample) did not report a headache on any occasion after eating either sample. Three women reported a headache after both chocolate samples and not after either of the placebo samples, and three women also reported a headache after both placebo samples and not after either of the chocolate samples. Six women consistently reported a headache after all four samples. Among the 11 women who believed chocolate was a trigger for their headache, a headache attack was observed in two (18.21%) trials after chocolate samples and in four (36.4%) after placebo samples.

CONCLUSIONS

Although chocolate is frequently identified as a migraine trigger by medical texts, doctors, and patients, the scientific data actually available are very controversial.

In the double-blind, placebo-controlled studies previously described, the results are quite different and conflicting. Moffet et al. (1974) and Marcus et al. (1997) found no relationship between
eating chocolate and the onset of a migraine attack, while Gibb et al. (1991) showed the existence of such a relationship. It should also be considered that the three studies present some important differences and several limitations that restrict the interpretation of the results.

First of all, the headache diagnosis was made according to different criteria (not specified — probably Ad Hoc Committee on Headache Classification criteria — for the study by Moffett et al. (1974), Valquist’s criteria for the study by Gibb et al. (1991), IHS criteria for the study by Marcus et al. (1997)). The study of Moffett et al. (1974) was conducted entirely by mail, without direct contact with patients either for establishing a diagnosis or for administering the challenge. In the studies by Moffett et al. (1974) and Gibb et al. (1991), the patients were volunteers who represented a headache-suffering population in general, not a clinical population of treatment-seeking headache sufferers. Furthermore, in these two studies the patients continued to take their habitual antimigraine treatment and to follow their usual diet, and all of them believed that chocolate could provoke their migraine attacks. It is possible that ingestion of other foods also containing vasoactive amine acts as a “primer” for other headache triggers. In other words, although chocolate alone may be inadequate to trigger headaches, when it is combined with other headache-triggering foods there may be synergy, the combination providing an adequate trigger.

The subjects included in the study of Marcus et al. (1997) were all females, and this limits the generalizability of the findings to one gender. The sample of women who participated tended to be younger than the typical headache patient and reported significantly less pain and life interference associated with headache in comparison to treatment seekers. There was also a significant amount of noncompliance with the restrictive diet. The authors noted that although they found no difference in headache incidence between subjects who fully complied with the diet and subjects who did not, they cannot truly report that chocolate was ingested on all occasions in isolation from other vasoactive amines. In this study, it was considered a headache attack if it occurred within 12 h after the ingestion of the sample, while Moffett et al. (1974) considered a headache attack to occur within 48 h after the ingestion of the sample and Gibb et al. (1991) within 32 h. According to the latter author, the median time interval between chocolate consumption and the onset of symptoms following chocolate was 22 h.

In all three studies, it is not stated whether the patients were fasting when eating chocolate or placebo bars. This fact could influence their time of absorption, so the subsequent appearance of migraine, and the time interval before it, could be different. Both Moffett et al. (1974) and Gibb et al. (1991) utilized only migraine sufferers who specifically identified chocolate as a trigger of their headaches and who had even decided to eliminate it from their diets because of this. Therefore, a very select group of headache sufferers was involved in these studies. On the contrary, the Marcus study was designed to investigate the incidence of chocolate-triggered headache in a general sample of headache sufferers, and they did not utilize the same screening criterion. It is possible that their findings were negative simply because they used a general headache-suffering group, not individuals who had identified chocolate as a trigger.

On the other hand, we have to consider that patients’ experiences with chocolate cravings may lead to an erroneous assumption of a causal relationship between chocolate and headache. Sweet craving has been identified as a prodrome to the onset of headache (Blau, 1992). Fulfilling this craving with chocolate could then lead to the belief that chocolate caused the headache. In addition, in about 60% of women, headache is related to menses. Premenstrual sweet craving may cause patients to associate chocolate with the menstrual headache. Finally, stress has been identified as a headache trigger for the majority of chronic headache sufferers. Stress has also been linked to sweet cravings, permitting the sweet, rather than the original stress, to be identified as the headache trigger.

In conclusion, we must say that in spite of what many doctors and many patients believe, the relationship between chocolate and migraine is not clear at all. Further studies are needed that should also consider other important aspects that have not yet been analyzed up to now. In particular, it is necessary to determine the time after the ingestion of chocolate in which headache can occur, the amount of chocolate that can provoke it, the association with other foods, the type of headache.
that is more frequent, and further characteristics of subjects’ sensitivity to this substance. It should also be important to identify which component of chocolate may induce headache and by which mechanism. To clarify this last aspect, however, it would probably be necessary to know more about the pathophysiology of migraine in general.
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